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Expressions for the singular flux operator eigenfunctions and eigenvalues are given in terms of the Dirac $\delta$-function representable as a localized Gaussian wavepacket. This functional form enables computation of the cumulative reaction probability $N(E)$ from the wavepacket time-correlation functions. The Gaussian based form of the flux eigenfunctions, which is not tied to a finite basis of a quantum-mechanical calculation, is particularly useful for approximate calculation of $N(E)$ with the trajectory based wavepacket propagation techniques. Numerical illustration is given for the Eckart barrier using the conventional quantum-mechanical propagation and the quantum trajectory dynamics with the approximate quantum potential. $N(E)$ converges with respect to the Gaussian width parameter, and the convergence is faster at low energy. The approximate trajectory calculation overestimates tunneling in the low energy regime, but gives a significant improvement over the parabolic estimate of the tunneling probability. © 2009 American Institute of Physics.
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I. INTRODUCTION

Quantum-mechanical (QM) theoretical studies of thermal reaction rate constants $k(T)$ and cumulative reaction probabilities $N(E)$ are based on the popular trace expressions of Miller et al.\textsuperscript{1} which involve the symmetrized flux operator

$$\bar{F} = \frac{i}{2m}[\hat{H}, \theta(x-x_0)],$$

$$\bar{F} = \frac{i}{2m}[\hat{p}, \delta(x-x_0)],$$

where $\theta(x-x_0)$ is the Heaviside function and $\delta(x-x_0)$ is the Dirac $\delta$-function; $x$ is the reaction coordinate, $m$ is the reduced mass conjugate to $x$, and $x_0$ is a location of the surface dividing reactants and products. Two flux operators enter the expression for $N(E)$, which in atomic units is

$$N(E) = 2\pi^2 \text{Tr}[\bar{F} \delta(E - \hat{H}) \bar{F} \delta(E - \hat{H})],$$

and the thermal reaction rate constant expression

$$k(T)Q(T) = \int_0^\infty C_{ff}(t) dt$$

in terms of the flux-flux correlation function $C_{ff}(t)$,

$$C_{ff}(t) = \text{Tr}[e^{-\beta\hat{H}t/2} \bar{F} e^{-\beta\hat{H}t/2} e^{\hat{p}t/2} \bar{F} e^{-\hat{p}t/2}].$$

In the equations above $T$ labels temperature and $Q(T)$ is the reactant partition function. Variable $\beta = 1/(k_B T)$ is the thermal evolution variable. The real time is labeled $t$. Locations of the dividing surfaces where the flux is computed will be taken the same and set to $x_0 = 0$ below.

For both quantities, $N(E)$ and $k(T)$, the dynamical part of the calculation involves evaluation of the trace of the operators. $N(E)$ is a more general quantity from which the reaction rate constants can be computed for any temperature,

$$k(T)Q(T) = (2\pi)^{-1} \int_{-\infty}^{\infty} e^{-\beta E} N(E) dE,$$

but $C_{ff}(t)$ is better suited for numerical evaluation with conventional QM methods, such as propagation in complex time,\textsuperscript{2} due to the damping effect of the Boltzmann operator $\exp(-\beta \hat{H})$ on the wave function.

In the early finite basis implementation Light and Park\textsuperscript{2} empirically discovered that $\bar{F}$ given by Eq. (2) has only two nonzero eigenvalues, which greatly reduces computational cost of the trace evaluation. The two eigenvalues are negatives of each other and the corresponding eigenvectors are complex conjugate of each other. The eigenvalues and eigenvectors were computed by diagonalizing the flux operator matrix. Later Seideman and Miller\textsuperscript{3} derived eigensolutions in terms of basis functions and showed that the absolute value of nonzero eigenvalues increases (to infinity) with increase in the basis size. The low rank of $\bar{F}$ is central to the quantum transition state wavepacket method of Light and Zhang,\textsuperscript{4,5} enabling efficient calculations of $N(E)$ for tetrameric systems. Approximate trajectory-based implementations of the trace formulas, however, could not take advantage of the low rank of $\bar{F}$ because the eigenfunctions of $\bar{F}$ defined in a finite basis typically exhibit oscillations extended in coordinate space and, therefore, are not well suited for trajectory representation. Semiclassical implementations with trajectories were focused on evaluation of the trace in a complete set of the position operator states,\textsuperscript{6,7} generally leading to expensive double phase space integrals.\textsuperscript{6,7}

---

\textsuperscript{1}Electronic mail: sgarashc@mail.chem.sc.edu.
In Sec. II we generalize the finite basis solution to analytical expressions in terms of the Dirac \( \delta \)-function, which can be represented as a limiting form of nonsingular functions, such as a Gaussian function. In Sec. III we illustrate the properties of the solution by computing cumulative reaction probabilities for the Eckart barrier using QM split-operator propagator\(^8\) and trajectory dynamics with the approximate quantum potential (AQP).\(^9\) Section IV concludes.

II. WAVEPACKET FORMULATION FOR \( N(E) \) WITHIN THE FLUX OPERATOR FORMALISM

Using the low rank of the flux operator, the cumulative reaction probability given by Eq. (3) can be compactly expressed in terms of the wave function time-correlation functions. The flux operator forms of Eqs. (1) and (2) are equivalent in the complete basis limit, but only the latter expression gives just two nonzero eigenvalues in a finite basis and will be considered below for a one-dimensional system. Multi-dimensional generalization can be achieved by using a basis, which is a direct product of the one-dimensional basis in the reaction coordinate and the real orthogonal basis for the remaining coordinates.\(^4\) As have been observed in Ref. 2, in a one-dimensional real basis the nonzero eigenvalues \( \pm \lambda (\lambda > 0) \) and the corresponding eigenvectors are related to each other,

\[
\tilde{F}|\phi^\pm\rangle = \pm \lambda |\phi^\pm\rangle, \quad |\phi^\pm\rangle = \langle \phi^\pm\rangle^*.
\]

Substituting the spectral representation of the flux operator

\[
\tilde{F} = \lambda (|\phi^\pm\rangle\langle \phi^\pm\rangle - |\phi^\mp\rangle\langle \phi^\mp\rangle)
\]

into Eq. (3), using the property (7) and the integral form of the \( \delta \)-function,

\[
2\pi \delta(E - \hat{H}) = \int_{-\infty}^{\infty} e^{-iEt} e^{iEtdt},
\]

one obtains \( N(E) \) in terms of the Fourier transforms of the wavepacket correlation functions,

\[
N(E) = \lambda^2 \left( \left| \int_{-\infty}^{\infty} \langle \phi^+(0)|\phi^+(t)\rangle e^{iEtdt} \right|^2 \right.
\]

\[
- \left. \left| \int_{-\infty}^{\infty} \langle \phi^+(0)|\phi^-(t)\rangle e^{iEtdt} \right|^2 \right). \tag{10}
\]

The eigenvectors and eigenvalues of the flux operator can be straightforwardly determined in an arbitrary coordinate space basis \( \tilde{f}(x) \) of the size \( N_b \) by constructing the (Hermitian) matrix \( \mathbf{F} \),

\[
F_{ij} = \langle f_i | \tilde{F} | f_j \rangle,
\]

and finding its eigenvectors with nonzero eigenvalues,

\[
\mathbf{F} \mathbf{c} = \lambda \mathbf{c}, \tag{12}
\]

As was shown by Seideman and Miller\(^3\) these eigensolutions can be determined without the matrix diagonalization. For the basis of even/odd parity with respect to \( x_0 = 0 \) the eigenvalues are

\[
\lambda^\pm = \pm \frac{1}{2m} \langle \tilde{f}(0) | \tilde{F} | \tilde{f}(0) \rangle. \tag{13}
\]

The corresponding eigenvectors are

\[
\phi^\pm(x) = \frac{1}{\sqrt{2}} \left( \frac{\tilde{f}(0) + i \tilde{f}^*(0)}{\| \tilde{f}(0) \| + \| \tilde{f}^*(0) \|} \right).
\]

Prime denotes differentiation with respect to \( x \).

The eigensolutions of \( \tilde{F} \) given by Eqs. (13) and (14) are singular and do not converge with respect to the basis size. However, the coordinate space eigenfunctions \( \phi^\pm(x) = \tilde{f}(x) \cdot \mathbf{c} \),

\[
\phi^\pm(x) = \frac{1}{\sqrt{2}} \left( \sum_n f_n(x)f_n(0) + i \sum_n f_n(x)f_n^*(0) \right)
\]

are suggestive of a general functional form that does not employ coordinate space bases or grids. Equations (13) and (15) can be rewritten in terms of the \( \delta \)-function (which is even with respect to \( x_0 = 0 \)) using its finite basis representation \( \delta(x) = \sum_n f_n(x)f_n(0) \),

\[
\frac{d}{dx} \delta(x) = - \frac{d}{dy} \delta(x - y) \big|_{y = 0} = - \sum_n f_n(x)f_n^*(0). \tag{17}
\]

The numerators in Eq. (15) can be expressed in integral form as

\[
\sum_n f_n(0)^2 = \int \sum_n f_n(x)f_n(0) \delta(x) dx = \int \delta(x)^2 dx = \langle \delta | \delta \rangle,
\]

and, using integration by parts and Eq. (17),

\[
\sum_n f_n^*(0)^2 = \int \sum_n f_n^*(x)f_n(0) \delta^*(x) dx
\]

\[
= - \int \sum_n f_n^*(0)f_n(x)\delta^*(x) dx
\]

\[
= \int \delta^*(x)^2 dx. \tag{19}
\]

Then, the eigenfunctions given by Eq. (15) can be written as

\[
\phi^\pm(x) = \frac{\delta(x)}{\sqrt{2\langle \delta | \delta \rangle}} \pm \frac{i \delta^*(x)}{\sqrt{2\langle \delta^* | \delta^* \rangle}}, \tag{20}
\]

and the corresponding eigenvalues, Eq. (13), as

\[
\lambda^\pm = \pm \frac{1}{2m} \langle \delta | \delta \langle \delta^* | \delta^* \rangle \rangle. \tag{21}
\]

In principle, the limit of any \( \delta \)-function sequence\(^6\) can be used in Eqs. (20) and (21). For example, expressions of Matzker and Manthe\(^11\) derived for the momentum limited flux in the context of the basis or grid wave function representation are consistent with Eqs. (20) and (21) if the \( \delta \)-function is represented as a limit of the sinc function
sequence.\(^1\) For the trajectory-based propagation methods,\(^5,12–16\) however, the Gaussian form of the \(\delta\)-function
\[
\delta(x) = \lim_{\gamma_0 \to \infty} \sqrt{\frac{\gamma_0}{\pi}} \exp(-\gamma_0 x^2)
\]
is especially useful because these methods are exact for Gaussian wavepackets, and because localized in coordinate
space initial wave function can be efficiently sampled with trajectories. The normalized flux operator eigenvectors become
\[
\phi^\pm(x,0) = \left( \frac{2 \gamma_0}{\pi} \right)^{1/4} \exp(-\gamma_0 x^2) \left( \frac{1}{\sqrt{2}} \pm \frac{\sqrt{2} \gamma_0 x}{\sqrt{\gamma_0}} \right)
\]
with the corresponding eigenvalues
\[
\lambda^\pm = \pm \frac{\gamma_0}{m \sqrt{8 \pi}}\]
The eigenvalues and the eigenfunctions do not converge with respect to \(\gamma_0\). At the same time the wave function variance
multiplied by the eigenvalue is a constant, \(\lambda(x^2) = 1/(m \sqrt{32 \pi})\).

At the beginning of time evolution \(t=0\), the initial wave function given by Eq. (23) is highly localized (and \(x\) infinitely
large as \(\gamma_0 \to \infty\) and, consequently, delocalizes on a short time scale. Propagation of highly localized wavepackets
is numerically challenging, requiring very short time step and, for QM propagation, dense grids, but for a short time
the propagation can be performed analytically in the parabolic approximation \(V_{\text{par}}\) to the potential. Assuming that the
dividing surface is located at the top of a potential barrier \(V\),
\[
V \approx V_{\text{par}} = V(0) - \frac{mv^2 \lambda^2}{2},
\]
and denoting the width of a “coherent” Gaussian wavepacket \(\gamma_{\text{coh}}\),
\[
\gamma_{\text{coh}} = \frac{mv}{\sqrt{2}},
\]
in the spirit of Heller’s expressions for evolving Gaussian,\(^12\) the time dependence of the Gaussian-based flux eigenfunction
is
\[
\phi(x,t) = \left( \frac{2 \gamma_0}{\pi} \right)^{1/4} \alpha_t \exp(-\gamma_0 x^2 - iV_0 t)(1 + 4t \gamma_0 x),
\]
\[
\gamma_t = \gamma_0 \cosh wt - i \gamma_{\text{coh}} \sinh wt\cosh wt + i (\gamma_0 / \gamma_{\text{coh}}) \sinh wt,
\]
\[
\alpha_t = \frac{1}{\sqrt{2}} \left( \cosh wt + \frac{i \gamma_0 \sinh wt}{\gamma_{\text{coh}}} \right)^{-1/2}.
\]
Duration of the analytical propagation \(t_a\) can be estimated from the deviation between the gradients of the full and para-
bolic potentials \(\Delta(t_a)\),
\[
\Delta(t_a) = \frac{\langle \phi^+(t_a)(V' - V_{\text{par}})^2|\phi^+(t_a)\rangle}{\langle \phi^+(t_a)|\phi^+(t_a)\rangle}.
\]
Analytical short evolution with the Boltzmann operator has been employed by Thachuk and Schatz\(^7\) in the context of
thermal reaction rate calculations to regularize a singular initial \(\delta\)-function.

III. IMPLEMENTATION AND DISCUSSION

A. Quantum-mechanical implementation

The wavepacket formulation given by Eqs. (10), (23), and (24) is illustrated by computing the reaction probability
\(N(E)\) for the standard one-dimensional model of the \(\text{H}_2\) transition state (for example, Ref. 18), i.e., the Eckart barrier
scaled to have \(m=1\),
\[
V = \frac{D}{\cosh^2 \frac{\alpha}{x}}.
\]
In scaled units the barrier height is \(D=16\) and \(a=1.3624\alpha_0^{-1}\). The standard split-operator method\(^8\) is employed to
propagate a wavepacket represented on a spatial grid (equivalent to the sine basis\(^9\)). The relation given by Eq. (7) allows one
to obtain the two correlation functions in Eq. (10) by propagating only \(\phi^+(x,0)\) and only forward in time. \(N(E)\) is ob-
tained from the correlation functions computed up to \(t=3.0\), which is sufficiently long to obtain converged probabilities
above \(10^{-9}\). Figure 1 shows \(N(E)\) for several large values of the initial Gaussian width parameter \(\gamma_0\). The coherent
width of the parabolic approximation to \(V\) given by Eqs. (25) and (26) is \(\gamma_{\text{coh}} = 3.85\alpha_0^{-2}\). Convergence of \(N(E)\) at high energies \(E>D\) is slow but monotonous. Convergence in the tunneling
regime shown in Fig. 1(b) is much faster than for the high energies: calculation with the initial wavepacket width \(\gamma_0\)
been used to regularize the flux operator eigenfunctions in Boltzmann-operator evolution. For example, analytical propagation up to short-time propagation in the parabolic approximation to the potential according to Eqs. (27)–(29) and (32). The results are compared with the exact analytical result for the Eckart barrier. Duration of the analytical propagation is marked on the legend. The results are converged with respect to the final propagation time, which is $t = 3.0$.

$100a_0^{-2}$ already gives accurate results for energies below the barrier top.

The flux eigenvectors constructed in the basis representation are delocalized in space and, therefore, certain “regularization” of the wave function has to be included in QM propagation. Most of the numerical work involving flux eigenfunction propagation has been done for the thermal reaction rate constants, given by Eq. (4) and related formulations, because eigenfunctions of the thermalized flux operator that includes the Boltzmann operators are nonsingular and converge with respect to the basis size. The Boltzmann-operator evolution (later compensated) has also been used to regularize the flux eigenfunction operators in computations of the cumulative reaction probability. Use of the momentum limited flux and absorbing potential are other regularization strategies employed with the basis or grid propagation methods.

Here the proposed Gaussian-based flux eigenfunction (23) is initially highly localized but delocalizes rapidly; the short time dependence of the real part of the Gaussian width parameter is $\Re(\gamma_c) = \gamma_0(1 - (2\gamma_0/m)^2)$. This rapid delocalization, entailing very large grids and small time steps, can be reduced to allow cheaper numerical implementation: The initial wavepacket can be broadened by including analytical short-time propagation in the parabolic approximation to the barrier into the bra and ket of the correlation function

$$C(t) = \langle \phi^\dagger e^{-i\hat{H}t} \phi^\dagger \rangle = \langle \phi^\dagger (t_0) e^{-i\hat{H}t} \phi^\dagger (t_0) \rangle. \quad (32)$$

For example, analytical propagation up to $t_0 = 0.005$ reduces the width of the initial Gaussian $\gamma_0 = 500a_0^{-2}$ by a factor of 25. Convergence of $N(E)$ with respect to the analytical propagation time $t_0$ has to be tested and will depend on the desired accuracy. For the current application we find that convergence for $N(E) \geq 10^{-8}$ is achieved if the analytical propagation error $\Delta(t_0)$ defined by Eq. (30) is on the order of 1%. Figure 2 shows the dependence of $N(E)$ on the analytical time propagation: There is a regime of analytical propagation times that are long enough to regularize the initial wavepacket without compromising accuracy of $N(E)$.

### B. Approximate quantum trajectory implementation

The Gaussian form of the flux operator eigenfunctions (23) is especially useful for computations of the cumulative reaction probability using approximate trajectory-based propagation methods, which reproduce exact Gaussian wavepacket dynamics, such as frozen and thawed Gaussian wavepacket methods, the Wigner method, the Herman–Kluk propagator, and other forms of semiclassical initial-value representation methods. Below we use the quantum trajectory dynamics with the AQP, which is developed to provide estimates of quantum effects in high-dimensional systems. In this section the Planck’s constant is included explicitly to indicate the terms that vanish in the classical limit $\hbar \rightarrow 0$, and $\nabla = d/dx$ is used for compactness of notation.

#### 1. Quantum trajectory dynamics with approximate quantum potential

The AQP method, outlined here in one dimension and in its simplest form, is based on the quantum trajectory formulation of the conventional time-dependent Schrödinger equation (TDSE)

$$\left( -\frac{\hbar^2}{2m}\nabla^2 + V \right) \psi(x,t) = i\hbar \frac{\partial}{\partial t} \psi(x,t). \quad (33)$$

The wave function expressed in polar form by the real amplitude $A(x,t)$ and phase $S(x,t)$,

$$\psi(x,t) = A(x,t)e^{iS(x,t)/\hbar}, \quad (34)$$

is represented by an ensemble of trajectories characterized by positions $x_n$, momenta $p_n$, and action functions $S_n$. The trajectory momentum is identified with the gradient of the phase

$$p_n(x,t) = \nabla S(x,t). \quad (35)$$

The quantum trajectories evolve according to Newton’s laws of motion obtained by substituting Eq. (34) into Eq. (33),

$$\frac{dx_n}{dt} = \frac{p_n}{m}, \quad \frac{dp_n}{dt} = -\nabla (V + U), \quad (36)$$

$$\frac{dS_n}{dt} = \frac{p_n^2}{2m} -(V+U). \quad (37)$$

Function $U$ denotes the quantum potential

$$U = -\frac{\hbar^2}{2m} \nabla^2 A(x,t), \quad (38)$$

which vanishes in the classical limit $\hbar \rightarrow 0$ for nonsingular wave function amplitudes. The time-dependent wave function density $A^2(x,t)$ satisfies the same continuity equation as classical fluid, from which conservation of the probability within the volume element $\delta(x)$ associated with each trajectory—the trajectory “weight” $w(x)$—follows:

$$w(x) = A^2(x,t) \delta x, \quad \frac{dw(x)}{dt} = 0. \quad (39)$$

Therefore, in principle, $A(x,t)$ can be reconstructed from the positions and weights of the trajectories.
The quantum trajectory formulation is equivalent to the TDSE (33) and the only differences between the quantum and the classical trajectory dynamics are the quantum potential and quantum force acting on the trajectories in addition to their classical counterparts. Quantum trajectories appeal to our classical intuition and are used for visualization and interpretation. Exact numerical implementation, however, is extremely challenging in the presence of quantum interference. Besides the obvious numerical difficulties of evaluating $U$ and its derivatives at or near the nodes ($A(x,t)=0$), the trajectory dynamics is inherently unstable. (One should note, though, that quantum interference is generally quenched in high-dimensional systems.) A comprehensive overview of the quantum trajectory dynamics field is given in Ref. 27.

Garashchuk and Rassolov$^9,28$ used the quantum trajectory formulation to develop an approximate approach where the quantum potential is determined variationally, thus conserving energy of the trajectory ensemble, from the linearization of the nonclassical component $r(x,t)$ of the momentum operator

$$\dot{r}(x,t) = \frac{\nabla A(x,t)}{A(x,t)}. \tag{40}$$

Approximating $r(x,t)$ in terms of the linear fitting function $\tilde{r}(x,t)$, minimization of $\langle (r-\tilde{r})^2 \rangle$, has a solution in terms of the moments of the trajectory distribution

$$\dot{r}(x,t) = \tilde{r}(x,t) = -\frac{x-\langle x \rangle}{2\langle \delta^2 \rangle}. \tag{41}$$

Then, the AQP (labeled $\tilde{U}$) and its gradient are determined analytically,

$$\tilde{U} = -\frac{\hbar^2}{2m} (\tilde{r}^2(x,t) + \nabla \tilde{r}(x,t)). \tag{42}$$

The method is exact for Gaussian wavepackets and describes wavepacket bifurcation, moderate tunneling, and zero-point energy. It is numerically cheap and stable due to the “mean-field-like” procedure of determining AQP: using Eq. (39) the expectation values in Eq. (41) are computed as sums over trajectories labeled with index $k$,

$$\langle q(x) \rangle = \int q(x) A^2(x,t) dx = \int q(x) A^2(x) \delta x_t = \sum_k q(x^{(k)}) w^{(k)}. \tag{43}$$

In fact, explicit knowledge of $A(x,t)$ is not needed for the AQP propagation and, in the current implementation, even for the calculation of the wavepacket correlation functions in Eq. (10).

2. Wave function evolution in the mixed coordinate/polar representation

To compute $N(E)$ we will propagate the flux operator eigenfunctions (20), which are products of a Gaussian and a linear function of $x$, using a mixed coordinate/polar wave function representation introduced in Ref. 29,

$$\phi(x,t) = \psi(x,t) \chi(x,t), \tag{44}$$

where $\psi(x,0)$ is a normalized Gaussian and $\chi(x,0)$ is a polynomial. The polar part $\psi(x,t)$, represented in terms of the quantum trajectories, approximately solves the TDSE (33) with external potential $V$. The coordinate part $\chi(x,t)$ is represented in a small basis,

$$\chi(x,t) = \tilde{g}(x) \cdot \tilde{a}(t). \tag{45}$$

The mixed representation is advantageous because the AQP of Eqs. (41) and (42) is exact for a Gaussian and because the quantum trajectories describing the entire wave function $\psi(x,t)$, which has a node, could be unstable. Substituting Eqs. (44) and (45) into the TDSE for $\phi(x,t)$, using the fact that $\psi(x,t)$ is a solution of Eq. (33), multiplying the resulting expression by $\psi^*(x,t)\tilde{g}(x)$, and integrating over $x$ using integration by parts, we obtain the time-evolution equations for the coefficients $\tilde{a}$,

$$i \left( \frac{\delta}{\delta \tilde{g}_j} - \frac{\delta}{\delta \tilde{g}_i} \right) \frac{d\tilde{a}_i}{dt} = \left( \frac{\langle \tilde{g}^* \otimes \tilde{g}^* \rangle}{2m} - i \frac{\langle \tilde{p} \tilde{g}^* \otimes \tilde{g} \rangle}{m} \right) \tilde{a}_i. \tag{46}$$

All integrals include $|\psi(x,t)|^2$. In particular, the last term of Eq. (46) contains matrix elements involving trajectory momenta,

$$\langle \tilde{p} \tilde{g}^* \otimes \tilde{g} \rangle_{ij} = \int_{-\infty}^{\infty} |\psi(x,t)|^2 p(x) g_i(x) \frac{d}{dx} g_j(x) dx.$$

The polar part $\psi(x,t)$ is described in terms of quantum trajectories, initiated with zero initial momenta at positions sampling the real Gaussian part of the eigenfunctions (23), which is the same for $\phi^*(x)$ and $\phi^*(x)$. Function $\chi(x,0)$ is the polynomial part of $\phi(x,0)$. If $\chi(x,t)$ is restricted to a linear form and the potential is symmetric, then $\langle x \rangle=0$ and $\langle p \rangle=0$, and the time dependence of $\tilde{a}$ is particularly simple,

$$a_1(t) = a_1(0), \quad a_2(t) = a_2(0) \exp \left( - \int_0^t \left( \frac{p(x)}{m} \right)_t + \frac{1}{2} \frac{\delta^2}{m \langle x^2 \rangle} \right) dt \right). \tag{47}$$

The AQP and its gradient are obtained from Eqs. (41) and (42). The resulting trajectory dynamics is stable.

3. Computation of correlation functions

In addition to stable trajectory dynamics, the mixed representation given by Eq. (44) allows a straightforward evaluation of the correlation functions using trajectory weights without reconstructing the amplitude of $\psi(x,t)$, and a reduction of propagation time by a factor of 2. In the time-correlation function expression, the time evolution can be divided, for example, equally between $\langle \phi_1 \rangle$ and $\langle \phi_2 \rangle$,

$$C(t) = \langle \phi_1 | e^{-iHt} | \phi_2 \rangle = \langle e^{iHt/2} \phi_1 | e^{-iHt/2} \phi_2 \rangle = \langle \phi(-t/2) | \phi(t/2) \rangle. \tag{48}$$

Time evolution into the negative times, i.e., into the “past,”
can be expressed as propagation of a complex conjugate wave function into positive times, i.e., into the “future,”
\[
\phi_i(-t) = e^{-iHt} \phi_i(0) = (e^{-iHt} \phi_i(0))^* \quad \text{or} \quad (\phi_i(-t))^* = \phi_i^*(t) .
\]
Superscript in $\phi_i^*$ indicates conjugation of $\phi_i$ at time $t=0$. For the mixed wave function given by Eq. (44), which has initially real polar part $\psi(x,0)$, the advantages of splitting the time evolution between bra and ket are in the reduction of error due to approximations, and in computation of the correlation functions in terms of the trajectory weights without reconstruction of the wave function,
\[
C(2t) = \int \phi_i^*(x,t) \phi_i(x,t) dx
= \int \chi_i^*(x,t) \psi_i^*(x,t) \chi_i(x,t) \psi_i(x,t) dx
= \int \chi_i^*(x,t) \chi_i(x,t) \psi_i^2(x,t) dx
= \sum_k w_k e^{2i\gamma_k} \chi_i^*(x_i^{(k)},t) \chi_i(x_i^{(k)},t). \tag{50}
\]
For the adopted linear form of $\chi(x,t),$
\[
\phi_i^2(x,t) = \phi_i(x,t)(a_i(t) \pm a_2(t)x), \tag{51}
\]
the correlation functions needed in Eq. (10) become
\[
C^2(2t) = \sum_k w_k e^{2i\gamma_k} (a_i(t) + a_2(t)x_i^{(k)})(a_i(t) \mp a_2(t)x_i^{(k)}). \tag{52}
\]

C. Numerical results

Figure 3 shows linear and logarithmic plots for the cumulative reaction probability $N(E)$ obtained for the initial Gaussian width of $\gamma_0=1000 \omega_0^{-2}$ and $\gamma_0=500 \omega_0^{-2}$. A short time analytical propagation was carried out up to $t_{tr}=0.01$ for the latter value of $\gamma_0$. Since propagation up to $t$ allows one to obtain correlation functions at $2t$ [Eq. (52)], the trajectories are initialized at $t_{tr}/2=0.005$, as in the QM calculation in Sec. III A.

In this illustration our goal is to assess the AQP description of the tunneling probability; the numerical efficiency of the method has not been optimized. The trajectory positions are distributed uniformly with the weights and phases, respectively, defined by the real and imaginary components of $\gamma$ given by Eq. (28) for $t=t_{tr}$. The momenta are equal to the gradient of the phase [Eq. (35)]. For the linear representation of $\chi(x,t)$, the only quantities needed to determine the quantum force and the polynomial coefficient $a_2$ in Eq. (47) are $\langle x^2 \rangle$ and $\langle px \rangle$. Convergence of these quantities with respect to the number of trajectories is presented in Table I at the final propagation time $t=1.5$ for $\gamma_0=500 \omega_0^{-2}$. Propagation of 1000 trajectories is sufficient to obtain relative errors of the moments below $2 \times 10^{-5}$, but we need on the order of $10^6$ trajectories to obtain the low tunneling probabilities with uniform sampling. In principle, the AQP parameters and coefficients $\tilde{a}$ can be simply stored from a calculation with a few thousand trajectories and used to propagate larger number of independent trajectories, possibly with more effective trajectory sampling. The table also shows the relative timing per trajectory in the AQP dynamics for calculations with different numbers of trajectories. The total time scales linearly as in classical trajectory propagation. Approximate propagation techniques are usually slower than the conventional QM propagation for one- and two-dimensional systems, which is the case for this application. But in higher dimensionality, the cost of trajectory propagation scaling linearly with dimensionality will be cheaper than QM methods as, for example, in a three-dimensional application of Ref. 30.

As seen from Fig. 3, the AQP results are accurate for energies below the barrier up to tunneling probability of $10^{-5}$. The narrower initial wavepacket gives more accurate results. The AQP calculation overestimates tunneling below $10^{-5}$. Nevertheless, it is a significant improvement over the parabolic barrier approximation: For $\gamma_0=1000 \omega_0^{-2}$, at the lowest computed energy, $E=0.52$, which is $3\%$ of the barrier height, the parabolic barrier approximation overestimates tunneling by about $2 \times 10^4$, while the AQP value is 200 times smaller than that. In our implementation, there are two approximations: The first one is the linear quantum force and the second one is the linear form of $\chi(x,t)$. We attribute most of the error to the quantum force. Figure 4 shows the autocorrelation function of $|\phi_i|^2$ and the same for the initial

### Table I. Timing and convergence of the moments for the AQP trajectory propagation. The relative errors are given at the final propagation time.

<table>
<thead>
<tr>
<th>$N_{traj}$ (thousands)</th>
<th>Relative error $\langle x^2 \rangle$</th>
<th>Relative error $\langle px \rangle$</th>
<th>Relative time per trajectory</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>$3.9 \times 10^{-5}$</td>
<td>$3.3 \times 10^{-5}$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$1.8 \times 10^{-5}$</td>
<td>$1.6 \times 10^{-5}$</td>
<td>0.92</td>
</tr>
<tr>
<td>5</td>
<td>$2.6 \times 10^{-6}$</td>
<td>$3.2 \times 10^{-6}$</td>
<td>0.85</td>
</tr>
<tr>
<td>25</td>
<td>$3.5 \times 10^{-7}$</td>
<td>$6.3 \times 10^{-7}$</td>
<td>0.83</td>
</tr>
<tr>
<td>50</td>
<td>$1.3 \times 10^{-7}$</td>
<td>$3.0 \times 10^{-7}$</td>
<td>0.83</td>
</tr>
</tbody>
</table>
Gaussian part $C(t) = \langle \psi(x,t) | \psi(x,0) \rangle$. Correlation functions in the figure shown for $\gamma = 500\sigma_0^2$ were scaled to 1 at $t=0$. Small discrepancies in the phase between the QM and the AQP trajectories are similar to those reported with the semiclassical dynamics. The AQP phase lags behind the QM phase, which affects the Fourier transforms of the correlation functions and the target quantity $N(E)$. Figure 4(a) shows the difference between the amplitudes for the QM and AQP correlation functions $C(t)$ in absolute sense. Its amplitude obtained with AQP is slightly lower than the QM value, while the relative error for the same time interval changes from 0% to 10%. The difference for the Gaussian part of the wave function shows the same trend. Thus, the amplitude and the phase discrepancy can be attributed to overestimation of the “quantum energy” $U$ due to the linear form of the approximate quantum force.

IV. SUMMARY

We have presented expressions for the symmetrized flux operator eigenvectors and eigenvalues in terms of the $\delta$-function, which can be defined as a limit of an analytical $\delta$-function sequence, such as a Gaussian function. This allows basis set independent spectral representation of the singular flux operator, which can be used with the trace expression for the cumulative reaction probability. The narrow (infinitely narrow in the $\delta$-function limit) Gaussian can be regularized for numerical work by the short-time analytical propagation in the parabolic approximation to the potential. While the Gaussian-based wavepacket approach is not necessarily the most convenient way to compute $N(E)$ with basis or grid QM time-evolution methods, the formulation is useful for nonbasis set propagation techniques such as trajectory-based approximate propagation methods.

Numerical example is given for the one-dimensional barrier using QM split-operator propagation on a grid and trajectory dynamics with the AQP with mixed coordinate/polar wave function representation. Reaction probability converges with respect to the initial Gaussian width and does so faster for low energies. The initial wavepacket can be broadened by short-time analytical evolution to the parabolic approximation to the barrier for numerical reasons. In the approximate quantum trajectory implementation, the mixed wave function representation allows for stable trajectory dynamics of the parabolic part; the wave function node is described by the polynomial coordinate part. In addition, the propagation time is reduced by a factor of 2 and the correlation functions are computed in a simple manner without the wave function reconstruction. The AQP-based implementation overestimated tunneling below $10^{-5}$ but gave a significant improvement on the parabolic barrier estimates.

The flux-eigenvector formulation for the energy-resolved cumulative reaction probabilities is sensitive to the accuracy of the wavepacket correlation functions, although it gives complete information about the system from which thermal reaction rate constants can be easily obtained [Eq. (6)]. Direct computation of the thermal rate constants, however, is expected to be more robust because the thermal averaging is done before wave function overlaps are analyzed. Approximate quantum trajectory implementation of the analytical flux eigensolutions for the thermal rate constants [Eq. (4)] and multidimensional applications will be reported in the future.
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