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ABSTRACT 

The aim of this thesis is to improve the accuracy of information recorded in the South 

Carolina traffic collision forms. To accomplish this, it examines 200 forms containing 

information about fatal crashes in work zones between 2014 and 2020 to determine how 

many discrepancies exist between the written narrative and other fields. In addition to 

obtaining these statistics, this thesis seeks to identify factors that influence discrepancies. 

To test the hypothesis that crash complexity and weather influence the investigating 

officer’s level of processing (a theory developed by Craik and Lockhart in 1972), and 

consequentially his/her ability to complete the traffic collision form accurately, a structural 

equation model (SEM) is developed. The SEM is used to explain the relationships between 

measured variables and latent variables and the relationships between latent variables 

(crash characteristics, weather conditions, and level of processing). SEM results show that 

increases in collision speed, number of units, number of events, and temperature resulted 

in an increase in the number of words and characters written in the narrative, whereas 

increases in precipitation and humidity resulted in a decrease in the number of words and 

characters written in the narrative. Notably, the number of discrepancies was not 

statistically significant, suggesting crash and weather-related factors do not affect an 

officer’s reporting accuracy. A multiple linear regression model is also developed to 

identify factors that influence a form field’s frequency of discrepancies. The form field’s 

level of difficulty and its number of inputs are found to be statistically significant. 
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CHAPTER 1: INTRODUCTION 

The study of misclassification in police crash reports is well-documented (1-6). 

Misclassification is commonly defined as any instance of incorrect reporting, including an 

officer misunderstanding the report format, misunderstanding the crash itself, and making 

errors during the data entry process (1-3). This thesis addresses one type of 

misclassification: discrepancies. The term “discrepancies” as used in this thesis means that 

what is written in the narrative by the investigating officer is inconsistent with the other 

fields recorded in the same traffic collision form. Figure 1.1 shows the front side of the 

South Carolina traffic collision form, which includes the narrative in Field 86, and Figure 

1.2 shows the back side of the collision form, which contains the coded fields the narrative 

was compared against. An example of a discrepancy is shown in Figure 1.3 and Figure 1.4.  

The narrative describes Unit 2 as moving and Unit 3 as stopped in traffic, but the relevant 

form field has this information backward. From an applied perspective, misclassified data 

could lead to incorrect conclusions, and from a theoretical perspective, it could lead to 

severe bias in coefficient estimates and error rates from parametric and non-parametric 

models (4, 7-9). 
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   Figure 1.1 South Carolina Traffic Collision form TR-310, Front Side 
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   Figure 1.2 South Carolina Traffic Collision form TR-310, Back Side 
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   Figure 1.3 Discrepancy Example – Written Narrative 

   (Field 86) 

 

          Figure 1.4 Discrepancy Example – Action Prior  

          to Impact (Field 129) 

Existing literature on the topic of misclassification primarily focuses on comparing 

information from traffic collision forms to external sources to identify misclassification. 

Some authors compared police crash reports to crash data sets collected by other agencies 

to assess their accuracy and comprehensiveness (2, 10, 11). Others compared traffic 

collision forms against unique sources, such as medical data and independent assessors, to 

determine their validity (1, 3). In cases where external sources were not used, the 

researchers relied on suggestive rather than explicit evidence to determine if 

misclassification occurred (12-14). To date, no studies have directly compared the narrative 
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to other fields in traffic collision forms to understand the nature of discrepancies and their 

potential sources. 

What distinguishes this thesis from previous misclassification studies is the 

determination of discrepancies within individual traffic collision forms by comparing the 

narrative text (Field 86) to information recorded in the form fields (see Table 3.2). In this 

thesis, the text in the narrative field is considered to have higher fidelity and is treated as 

the ground truth. Discrepancies between the narrative and form fields suggest that there are 

internal and external factors that affected the officer’s cognitive ability to recall information 

and record it in a consistent manner. To this end, this thesis seeks to determine the level of 

discrepancies in South Carolina traffic collision forms and to identify factors that may have 

contributed to the discrepancies. The authors postulate that weather conditions and crash 

characteristics affect the process of recording crash information for the investigating 

officer. For example, the greater the number of vehicles involved in a crash, the more 

complex the situation, thereby requiring a higher level of processing by the officer to 

accurately fill out the form. The levels of processing theory states that the way information 

is encoded affects how well it is remembered. The deeper the level of processing, the easier 

the information is to recall (15). The psychology-based approach to understanding 

discrepancies in traffic collision forms is unique to this paper. 

 This thesis’s objective is to improve the South Carolina Highway Patrol’s (SCHP) 

accuracy of crash data reporting by identifying inaccuracies and their contributing factors.  

By identifying contributing factors, this thesis provides guidance on which areas of the 

reporting process the SCHP can focus on to improve its accuracy. To this end, it examines 

200 randomly selected traffic collision forms out of 300 which involved a fatal crash in a 
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work zone in South Carolina between 2014 and 2020. Error rates are determined for various 

fields on the form. Additionally, both structural equation modeling (SEM) and multiple 

linear regression (MLR) are used to identify factors that may have contributed to the 

discrepancies. Specifically, SEM is used to investigate the relationships between latent 

variables and level of processing, and MLR is used to investigate factors that affect the 

frequency of discrepancies in form fields.
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CHAPTER 2: LITERATURE REVIEW 

To my knowledge, this thesis is the first to consider the levels of processing concept in the 

context of crash data analysis. However, the levels of processing theory has been applied 

in other fields. A brief review is provided below. Regarding methods, SEM and MLR are 

used in this thesis. A review of related SEM studies is provided. As for MLR, its use in the 

area of crash data analysis is extensive. Previous work includes the prediction of injury 

severity score (16, 17), crash frequency (18, 19), and accident mortality rates (20, 21). 

Readers are referred to the work of Jiang et al. (22) and Edries and Alomari (23) for 

additional information regarding the application of MLR in crash data analysis. 

 Craik and Lockhart (1972) developed the levels of processing theory, in which 

information is understood through either shallow processing or deep processing, with deep 

processing leading to better memory retention (15). In linguistics, levels of processing 

theory is applied to language acquisition and recognition in native and non-native English 

speakers (24-27). In neuroscience, brain activity is measured for its reaction to different 

levels of processing tasks (28-30). In advertising, levels of processing theory is applied to 

memory retention from advertisement campaigns (31-33). In this thesis, levels of 

processing theory is applied to understand the complexity of a crash and how it affects 

discrepancies. 

 SEM has been applied in several traffic safety studies. Lee et al. (2018) used SEM 

to investigate how road, traffic and human, and rain and water-depth factors affected levels 

of accident severity of crashes in Seoul, South Korea (34). Boonyoo et al. (2021) applied 
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SEM to investigate how driver, road, environmental, and rear-end crash-specific factors 

affected the severity of rear-end collisions in Thailand (35). Kashani et al. (2021) used 

SEM to understand the influence of pedestrian, vehicle, environment, and road factors on 

measures of accident size for pedestrian-related crashes in Iran (36). Wang and Qin (2014) 

developed three SEM models to evaluate the factors affecting single-vehicle crash severity 

(37). Dong et al. (2022) used SEM to investigate how COVID-19 affected driver 

aggressiveness and inattentiveness, which in turn affected crash severity (38). The terms 

“accident size” and “crash severity” used in these studies refer to an overall measure of 

damage and injury caused by the crash which include injury severity. Yao and Wu (2012) 

used survey responses from E-bike riders in China to create an SEM model linking riders’ 

safety perception and risk perception to aberrant riding behavior (39). 

This thesis is the first to apply SEM to understand how the exogenous latent 

variables, crash characteristics and weather conditions, affect the endogenous latent 

variable, level of processing. The aim is to understand the relationship between the 

exogenous and endogenous variables and determine whether the level of processing has an 

impact on the observed discrepancies. 
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CHAPTER 3: DATA DESCRIPTION 

Traffic collision forms (TR-310 forms) of fatal crashes occurring within work zones from 

2014 to 2020 were provided by the South Carolina Department of Transportation (SCDOT) 

in PDF format as shown in Figures 1.1 and 1.2. Fields containing personal information 

were removed from the reports by the SCDOT. The information in the collision forms has 

been digitized by the SCDOT, and the digitized data were provided in a spreadsheet format. 

From the provided 300 traffic collision forms, 200 were randomly selected for review of 

discrepancies between the written narrative and the form fields on the traffic collision form. 

When information in a form field does not match the written narrative, the entire traffic 

collision form is classified as having a discrepancy. A summary of the frequency of 

discrepancies at the form level is shown in Table 3.1. It can be seen that 63.5%, 31%, and 

5.5% of the forms contained 0, 1, and 2 discrepancies, respectively. 

       Table 3.1 Number of Forms with Discrepancies       

       between Form Fields and Narrative 

 

Number of 

Discrepancies 

Traffic Collision 

Form Count 

0 127 

1 62 

2 11 

In addition to classifying discrepancies at the form level, the discrepancies were 

also counted at the field level. When multiple items in a field contain incorrect information, 

they were treated as a single discrepancy. For example, Fields 109 to 112 in Figure 1b 

capture the sequence of events following the action prior to impact. If the officer left out 
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an event described in the written narrative, a correction would affect the entire 

sequence of fields. If only a single event was omitted, it is counted as one discrepancy. The 

discrepancies by form field are shown in Table 3.2. 17 distinct fields were investigated 

based on what information was included in the narrative. Given the reporting officers’ 

conciseness in their descriptions, some narratives may not have contained information that 

could be compared to some of the 17 fields. As such, the selected fields represent the most 

common information available in the narrative, but not all fields could be compared to the 

narrative in every case. The fields with the most discrepancies were the sequence of events, 

action prior to impact, manner of collision, and contributing factors; their discrepancy rates 

are 31.0%, 21.4%, and 13.1%, respectively. Many of the fields had 0, 1, or 2 discrepancies. 
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    Table 3.2 Number of Discrepancies by Form Fields 

Discrepancy Type Form Field Number(s) Error Count 

Sequence of Events 109-112 26 

Most Harmful Event 113 1 

First Harmful Event 114 1 

Manner of Collision 115 11 

Deformed Areas 116-117 7 

Vehicle Type 118 0 

Vehicle Attachments 126 1 

Extent of Deformity 128 2 

Action Prior to Impact 129 18 

Trafficway Type 131 0 

First Harmful Event Location 133 1 

Road Character 134 0 

Traffic Control Type 136 1 

Work Zone Type 142 0 

Worker Presence 143 0 

Junction Type 144 2 

Contributing Factors 145-149 11 

 The data set used for SEM considered each traffic collision form as an observation. 

Fields hypothesized to affect crash complexity include the number of units involved, the 

number of events describing the collision, collision speed, the number of alcohol or drug 

tests administered, and license class of the at-fault driver. The level of processing is 

operationalized by the number of discrepancies, the number of words in the narrative, and 

the number of characters in the narrative. This information was extracted from the traffic 

collision forms and the digitized data set. Additionally, weather station data for each crash 

was acquired from Local Climatological Data on a website managed by the National 

Oceanic and Atmospheric Administration (NOAA). A spreadsheet containing each 
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station’s observations with date and time was obtained through the NOAA’s Geoportal. The 

weather station closest to the crash location was selected for each crash, and weather 

readings for the observation time closest to the police arrival time were used. The complete 

list of variables and their data types used for SEM analysis are shown in Table 3.3. It should 

be noted that because the SCDOT dataset was limited to only fatal work zone crashes, crash 

severity and work zone presence could not be used as variables, although they may indeed 

affect reporting accuracy. 
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Table 3.3 Variables Used for SEM Analysis 

Data Source Variable Name Variable Type 

Form TR-310 Number of Discrepancies Discrete 

Number of Characters in Narrative Discrete 

Number of Words in Narrative Discrete 

Number of Units (Vehicles or Pedestrians) 

Involved in Crash 

Discrete 

Number of Events (for all Units) in Crash Discrete 

Collision Speed (mph) Continuous 

Number of Alcohol/Drug Test Administered Discrete 

License Class Nominal 

Weather Station 

Data from LCD 

Dry Bulb Temperature (F) Continuous 

Precipitation (in) Continuous 

Relative Humidity (%) Continuous 

Wind Speed (mph) Continuous 

 

The data set used for MLR considered each form field discrepancy to be an 

observation. With the help of experts from SCDOT, each observation was assigned a level 

of difficulty, with 0 denoting a relatively simple field, requiring only visual comprehension, 

and 1 a more complex field, requiring deeper comprehension. For instance, form fields 

116-117 (Deformed Areas) were assigned a 0 due to their visual nature, whereas form fields 

109-112 (Sequence of Events) were assigned a 1 due to the complexity of sequentially 

ordering the crash-related events. Each observation was also assigned a count of inputs and 

options. The input count was defined as the number of individual boxes within the field the 

officer could fill out. The option count was defined as the number of possible options the 

officer could select from. For example, in Figure 3.1, form field 126 (Vehicle Attachment) 

has an input count of 3 (for each of the boxes on the left) and an option count of 15 (for 
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each of the options the officer can select from). Because the narrative only includes 

information regarding the crash and not personal driver information, only 17 form fields 

can be compared to the narrative. The data set used to estimate the MLR model is shown 

in Table 3.4. 

 

Figure 3.1 Form Field 126 (Vehicle Attachment) 
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     Table 3.4 Reports by Type of Error 

Form Location Level of Difficulty Error Count Input Count Option Count 

109-112 1 26 12 51 

113 1 1 3 12 

114 1 1 1 12 

115 1 11 3 11 

116-117 0 7 6 61 

118 0 0 3 18 

126 0 1 3 15 

128 0 2 3 6 

129 1 18 3 20 

131 0 0 1 5 

133 1 1 2 11 

134 0 0 1 6 

136 0 1 1 16 
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CHAPTER 4: METHODOLOGY 

4.1 Structural Equation Modeling (SEM) 

SEM allows the relationship between different latent variables to be modeled. In 

this thesis, latent variables represent the different factors that could affect an officer’s 

comprehension of the crash. These are weather conditions, crash characteristics, and level 

of processing. Latent variables are inherently unmeasurable and must be measured using 

observed variables. In this thesis, the observed variables are those shown in Table 3. These 

variables are not uniform in value. For example, the variable “Character Count” has values 

ranging from 56 to 761, while “Precipitation” has values ranging from 0 to 0.06 inches. 

Before proceeding with the SEM analysis, the variables’ values were homogenized to the 

Likert scale with values ranging between 1 to 5, where 1 denotes the worst condition and 

5 denotes the best condition. 

First, hypothesized relationships between the observed variables shown in Table 3 

and the latent variables were developed. The weather conditions factor is operationalized 

by wind speed, temperature, humidity, and precipitation. The crash characteristics factor is 

operationalized by the number of units, number of events, collision speed, license class, 

and the number of alcohol and/or drug tests administered. The level of processing factor is 

operationalized by the number of words in the narrative, the number of characters in the 

narrative, and the number of discrepancies in the form. Once the latent factors and their 

associated observed variables were defined, confirmatory factor analysis (CFA) was 
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performed to test whether the data fit the hypothesized relationships. Once results 

were obtained from CFA, the SEM could be developed. 

SEM consists of a structural model (the paths between latent variables) and 

measurement models (the relationship between each latent variable and its respective 

observed variables). Latent variables are called endogenous when they are dependent on 

another latent variable and exogenous when they are independent of other latent variables. 

For this thesis, the endogenous latent variable is level of processing, whereas the weather 

conditions and crash characteristics are exogenous. These factors were confirmed using 

Exploratory Factor Analysis (EFA) with Promax rotation. Each latent variable has a 

measurement model composed of the factor and its indicators. The exogenous variable 

measurement models can be expressed by the following equation. 

𝑥 = 𝛬𝑥𝜉 + 𝛿 

where 𝑥 is a (𝑞 × 1) column vector of observed exogenous variables. 𝛿 is a (𝑞 × 1) 

column vector of measurement error terms for the observed variables in 𝑥. 𝜉 is an (𝑛 × 1) 

column vector of latent exogenous variables. 𝛬𝑥 is a (𝑞 × 𝑛) matrix of structural 

coefficients corresponding to the effects of the latent exogenous variables on their observed 

variables. The endogenous variable measurement model can be expressed by the following 

equation. 

𝑦 = 𝛬𝑦𝜂 + 𝜀 

where 𝑦 is a (𝑝 × 1) column vector of observed endogenous variables. 𝜀 is a 

(𝑝 × 1) column vector of measurement error terms for the observed variables in 𝑦. 𝜂 is an 

(𝑚 × 1) column vector of the latent endogenous variable. 𝛬𝑦 is a (𝑝 × 𝑚) matrix of 
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structural coefficients corresponding to the effects of the latent endogenous variable on its 

observed variables. 

The structural model consists of the exogenous variables weather conditions and 

crash characteristics, and the endogenous variable level of processing. Intuitively, this 

model resembles the levels of processing theory. Crash factors will affect crash complexity, 

and weather factors will likely have an impact on the officers’ decision on how long to 

spend at the crash site. Both of these factors affect the level of processing the officer 

undergoes when filling out the traffic collision form. The structural model can be expressed 

by the following equation. 

𝜂 = 𝛽𝜂 + 𝛤𝜉 + 𝜁 

where 𝛽 is an (𝑚 ×𝑚) matrix of coefficients for the effects between latent 

endogenous variables. Since this thesis uses only one latent endogenous variable, the 𝛽𝜂 

term is zero. 𝛤 is an (𝑚 × 𝑛) matrix of coefficients for the effects of latent exogenous 

variables on the latent endogenous variables. 𝜁 is an (𝑚 × 1) column vector of error terms. 

Three measures of model fit were used to assess the model: root mean squared error 

of approximation (RMSEA), Tucker-Lewis Index (TLI), and comparative fit index (CFI). 

The RMSEA measures goodness of fit based on the Chi-Square (𝜒2) statistic and degrees 

of freedom (35, 37, 38). RMSEA is computed using the following equation. 

𝑅𝑀𝑆𝐸𝐴 = √
𝜒𝑀
2 − 𝑑𝑓𝑀

𝑑𝑓𝑀(𝑁 − 1)
 

where 𝜒𝑀
2  is the chi-squared test statistic for the model, 𝑑𝑓𝑀 is the is the degrees of 

freedom, and 𝑁 is the sample size. There are differing opinions on the maximum acceptable 

RMSEA value, but even the more stringent cutoffs agree a value less than 0.05 indicates 
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good model fit (35, 37, 40-44). TLI and CFI are relative fit indices that compare to a 

baseline model to assess fit, but they differ in how they are affected by model complexity 

(45, 46). The equation for TLI is shown below. 

𝑇𝐿𝐼 =
𝜒𝐵
2 𝑑𝑓𝐵⁄ − 𝜒𝑀

2 𝑑𝑓𝑀⁄

𝜒𝐵
2 𝑑𝑓𝐵⁄ − 1

 

The equation for CFI is shown below. 

𝐶𝐹𝐼 = 1 −
𝑚𝑎𝑥(𝜒𝑀

2 − 𝑑𝑓𝑀, 0)

𝑚𝑎𝑥(𝜒𝐵
2 − 𝑑𝑓𝐵, 0)

 

where 𝜒𝐵
2 and 𝑑𝑓𝐵 are the 𝜒2 and degrees of freedom for the baseline model, 

respectively. Both CFI and TLI fall between 0 and 1, and values greater than 0.90 indicate 

the model to have good relative fit (47-49). 

4.2 Multiple Linear Regression (MLR) 

For MLR, the following assumptions are made: the residuals are normally distributed, there 

is a linear relationship between the dependent and independent variables, the variance of 

errors is consistent across independent variables (homoskedasticity), and the independent 

variables are independent (50-52). The data set used for the MLR model was assessed and 

found to satisfy the assumption criteria. A MLR model was created to assess the effect of 

level of processing, number of inputs, and number of options on the number of 

discrepancies by field type. The MLR model can be expressed as follows. 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑖𝑥𝑖 + 𝜀 

where 𝑦 is the expected value for the dependent variable (discrepancies), and 𝑥𝑖 is 

the list of independent variables (level of difficulty, number of inputs, and number of 

options). 𝛽0 is the value of 𝑦 when the independent variables are all zero, and 𝛽1 through 
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𝛽𝑖 are the regression coefficients for the independent variables 𝑥𝑖. 𝜀 is the error between 

the predicted and observed value for the dependent variable, or residual. 

To assess goodness of fit, R-squared and adjusted R-squared were used. These 

values indicate the amount of variance explained by the model and range from 0 to 1, with 

a value of 1 indicating all variance can be explained by the model. Adjusted R-squared 

compensates for the addition of variables into a model (53-55). 
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CHAPTER 5: RESULTS 

5.1 Structural Equation Modeling (SEM) 

First, CFA was conducted to assess the fit of the proposed model. The results indicated 

good model fit, so the SEM model was developed. Both CFA and SEM analysis were 

performed using SPSS Amos. Figure 5.1 shows the SEM model results for the 200 traffic 

collision forms with coefficients standardized. The fit indices indicate that the SEM model 

is statistically significant, meaning its null hypothesis (crash characteristics and weather 

conditions affect level of processing) cannot be rejected: 𝜒2/df = 1.119 (<3), CFI = 0.986 

(>0.9), TLI = 0.981 (>0.9), and RMSEA = 0.024 (<0.05). Overall, 76% of the variance in 

level of processing is explained by crash characteristics and weather conditions. 

 

  Figure 5.1 SEM Results 
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 Due to the relatively small sample size, the 90% confidence level was used. At this 

threshold, several variables are significant. The structural model indicates the expected 

relationships between the latent variables. The coefficient estimate for the latent crash 

characteristics (0.42) indicates that it has a strong positive effect on the level of processing, 

whereas the coefficient estimate for the latent weather conditions (-0.26) indicates that it 

has a negative impact on the level of processing, meaning as the measure of poor weather 

conditions increases, the level of processing decreases. Since both of these variables are 

statistically significant, it can be concluded that crash characteristics and weather 

conditions positively and negatively affect the level of processing, respectively, with crash 

characteristics having a more significant role. 

 The measurement models indicate which observed variables are significant to the 

model. Out of the statistically significant variables affecting crash characteristics, the 

number of events, the number of units, and collision speed all have a positive effect on 

crash characteristics (0.97, 0.58, and 0.18, respectively). The number of events has the 

strongest effect. A higher value for any of these variables will result in an increase in the 

level of processing. Multiplying the coefficient estimate for any of these variables by the 

coefficient estimate for crash characteristics will give the effect of the variable on level of 

processing. Humidity and precipitation have positive effects on weather conditions (0.26 

and 0.66, respectively), and thus will lower level of processing with an increase in value 

due to the negative relationship between weather conditions and level of processing. 

Temperature has the opposite effect because it has a negative relationship with weather 

conditions (-0.22), which in turn has a negative relationship with level of processing; an 

increase in temperature will increase the level of processing. Multiplying their coefficients 
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shows a positive impact of temperature on level of processing. The number of words and 

characters in the narrative both have positive relationships with the latent variable level of 

processing (0.91 and 0.97, respectively), although the number of characters has a slightly 

stronger impact. As the level of processing increases, both the number of words and number 

of characters in the narrative will increase. To find the direct impact of any variable on the 

number of characters or words, simply multiply the coefficients forming the path between 

the variables. For example, the effect of precipitation on number of words would be the 

product of the coefficients 0.26, -0.26, and 0.91. 

   The variables not found to be statistically significant were number of alcohol 

and/or drug tests administered, license class, wind speed, and, most notably, the number of 

discrepancies (p = 0.87, 0.35, 0.23, and 0.78, respectively). For these variables, the model 

failed to reject the null hypothesis that each was not related to their respective latent 

variables. As such, it can be concluded that no variables in the model affect the occurrence 

of discrepancies. This result suggests that poorer weather conditions and crashes with a 

higher measure of complexity result in a longer written narrative (and vice versa), but these 

factors do not contribute to form discrepancies. Form discrepancies may be explained 

through the results of the MLR model examined below. 

5.2 Multiple Linear Regression (MLR) 

The MLR model estimation results are shown in Table 5.1. The model’s R-squared and 

adjusted R-squared are 0.752 and 0.695, respectively, indicating very good model fit. At 

the 90% confidence level, the level of difficulty (𝑝 = 0.054) and input count (𝑝 = 0.007) 

are statistically significant. Their positive coefficients indicate that as the level of difficulty 

and/or input count increases, so will the number of discrepancies. That is, when the level 
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of difficulty is complex instead of simple, the number of discrepancies can be expected to 

increase by 4.678. When the input count is increased by 1, the number of discrepancies can 

be expected to increase by 1.928.  These findings correspond to intuition. That is, a field 

that is more difficult or requires more information to be entered is more likely to have 

discrepancies. 

          Table 5.1 MLR Model Estimation Results 

Variable 𝛽 Std. Error t-value p-value 

(Intercept) -2.670 1.592 -1.677 0.117 

Level of Processing 4.678 2.213 2.114 0.054 

Input Count 1.928 0.603 3.194 0.007 

Option Count -0.005 0.084 -0.064 0.950 
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CHAPTER 6: CONCLUSION 

This thesis analyzed 200 traffic collision forms from fatal work zone crashes occurring in 

South Carolina between 2014 to 2020 to determine the number of discrepancies and 

potential contributing factors. A SEM model was developed to test whether factors related 

to weather conditions and crash complexity affected an officer’s level of processing 

(indicated by the narrative length and presence of discrepancies) when filling out the traffic 

collision form. The SEM results showed that an increase in the number of units, number of 

events, collision speed, and temperature resulted in an increased number of characters and 

words written in the narrative, and that the narrative length is shortened with an increase 

in precipitation and humidity. Notably, the number of discrepancies occurring within the 

form was not found to be statistically significant. In addition, an MLR model was 

developed to test whether factors related to the structure of form fields affect the frequency 

of discrepancies. This thesis’s findings indicated that the frequency of discrepancies in a 

form field will increase with additional inputs or if it has a higher level of difficulty. 

Additional study may be required to draw definitive conclusions regarding discrepancies 

in traffic collision forms. 

Based on this thesis’s findings, it can be concluded that officers in South Carolina 

are doing their job well in filling out the traffic collision forms. That is, they do not let the 

circumstances surrounding the crash, such as its complexity and weather conditions, affect 

their ability to process information and record it. Should the traffic collision form need to 

be modified in the future, the new fields should be kept as simple as possible with minimum 
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input boxes. This thesis has several limitations that need to be considered when 

interpreting its findings. First, the provided traffic collision forms are limited to fatal 

crashes occurring within work zones. Analyzing traffic collision forms of other injury 

severity levels may yield different results. Along this line, crashes occurring within work 

zones are a relatively small subset of all traffic crashes. Future work that analyzes traffic 

collision forms not occurring within work zones may yield different results. Second, the 

narrative text does not allow for all fields to be validated. Thus, the number of discrepancies 

is likely to be more than what was identified in this thesis. Third, police officers used an 

app to fill out the traffic collision form rather than a pen and paper. As such, discrepancies 

could be due to errors in inputting the information rather than the inability to accurately 

recall the crash information. Fourth, because personal information was removed from the 

forms by SCDOT, this thesis did not investigate how demographic factors (i.e., age, gender, 

or race of involved drivers) affect the officer’s level of processing. Fifth, in some cases, 

officers may not include enough information in their narratives to compare to all 17 form 

fields. Subsequently, some inaccuracies may have been unidentified because the officer 

omitted information that could result in a discrepancy. Lastly, because officer training 

varies across states, the findings in this thesis cannot be generalized to the entire nation. 

Future work could compare discrepancy rates across different states to assess officer 

training quality. 
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