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The use of unidimensional scales that contain both positively and negatively worded items is common in both the educational and psychological fields. However, dimensionality investigations of these instruments often lead to a rejection of the theorized unidimensional model in favor of multidimensional structures, leaving researchers at odds for how best to treat their data. One modeling technique that has gained attention in recent years related to item wording effects is the bifactor model, which specifies a general construct that explains the covariation among all items, and two method factors that explain additional covariation among items with similar wording.

Recent applications of the bifactor model have called for utilizing select model-based indices to establish “essentially unidimensional” models (i.e., Bonifay et al., 2015; Reise, Scheines, et al., 2013; Rodriguez et al., 2016a, 2016b). The purpose of this study was to investigate the performance of the select bifactor model-based indices, explained common variance (ECV), omega hierarchical (omegaH), and the percent of uncontaminated correlations (PUC), in establishing essentially unidimensional models. A Monte Carlo simulation study was conducted to examine the performance of these indices under conditions frequently encountered when item wording method effects are identified within unidimensional scales. Conditions included: 3 conditions related to the number of items per method factor (i.e., PUC values; 6:6, 8:4, 3:6) x 6 item loading values and patterns between the method factors and the general factor (0.7, 0.5 for the general factor; 0.5 or 0.3 for the method factors; four balanced and two unbalanced
method factor conditions) x 2 item-level distributions (all normal; negative items non-normally distributed) x 2 model misspecification (correctly specified bifactor model, misspecified unidimensional model).

Outcomes examined in this study included the relative bias in factor loadings estimated from a misspecified unidimensional model (i.e., ignoring the method factors) when data were simulated from a bifactor model. Results indicated the presence of unbalanced method factors (both in size and magnitude) required a substantially “stronger” general factor, as evidenced by higher ECV (>0.80) and omegaH (>0.85) values, to reach “essentially unidimensional” status. Furthermore, PUC was found to be relatively non-informative as an indicator of essential unidimensionality in the context of item wording method effects. Examination of the relationship between ECV and select model-fit indices indicated that while they are somewhat related (i.e., Reise, Scheines, et al., 2013), ECV, as well as omegaH, are more reliable as indices in identifying when data can be treated as essentially unidimensional in the context of item wording method effects. Recommendations and guidelines are provided for applied researchers utilizing unidimensional scales that may be contaminated by item wording method effects.
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CHAPTER 1
INTRODUCTION

The use of unidimensional scales to measure latent constructs is common in many areas of the social sciences. Typically, a scale is composed of a set of items intended to measure a latent construct, with a composite score (i.e., a sum score or mean score) serving as an empirical indicator of the construct (McIver & Carmines, 1981). When well developed, the items that encompass a scale should: (a) measure the single construct but not be overly redundant, (b) capture the full breadth and depth of the construct, and (c) provide acceptable reliability (Reise et al., 2010). A unidimensional scale is one in which a set of items measures one construct (Gustafsson & Aberg-Bengtsson, 2010; Johnson & Morgan, 2016). This implies that the property of unidimensionality holds for the instrument, as well as the property of local independence. Local independence assumes that all item responses are derived solely from a single latent variable and that all covariation between items is explained by the latent variable (Edwards et al., 2018). Violations of local independence imply that additional variance is present in the data that is not explained by the single construct and that additional factors and/or model specifications are needed to explain the covariation between items.

Unidimensionality is desirable property in measurement given the model's simplicity and parsimony. While it is assumed that the construct of interest accounts for the covariation among item responses, there may be other sources of systematic error encountered by researchers when using a scale that is thought to be unidimensional. For
example, when features related to the measurement method and not the substantive trait measured, create systematic error, this is known as a method effect (Bagozzi, 1993; Maul, 2013). Broadly, a "method" can be defined by the multiple aspects that encompass the measurement process, including item content, response format, instructions provided to respondents, as well as internal aspects concerning the respondents themselves and the context surrounding an assessment's administration (Fiske, 1982; Podsakoff et al., 2012). Podsakoff et al. (2003) characterizes sources of method effects across four areas: common rater effects (e.g., social desirability, acquiescence), measurement context effects (e.g., measuring predictor and criterion variables using the same method), item context effects (e.g., item position, scale length), and item characteristic effects (e.g., item complexity, ambiguity). With the additional systematic variance created by method effects, researchers often find that the theorized unidimensional model does not provide adequate fit to the data, and alternative specifications are needed to fit the data and explain the excess covariation (Brown, 2015).

One specific type of method effect that impacts unidimensional scales involves the use positively and negatively worded items. Data from unidimensional scales are often collected via self-report instruments. In self-report instruments, respondents are asked to directly reflect on their individual appraisal or global self-rating on a construct of interest (Paulhus & Vazire, 2007). Under ideal conditions, respondents read an item and respond accordingly to a response scale (e.g., Likert scale) based on the level of the underlying trait. However, in using self-report data from instruments containing positive and negatively worded items together on the same scale, researchers run the risk of obtaining data that may be biased due to how the examinee is responding and not their
level of the trait in question. For example, acquiescence, or “yea-saying,” is frequently cited as problematic for researchers collecting data from self-report instruments (e.g., Baumgartner & Steenkamp, 2001; Billiet & McClendon, 2000). Acquiescence is said to occur when there is an overuse of the “agreement” categories on the response scale independent of the content (i.e., Agree or Strongly Agree; Baumgartner & Steenkamp, 2001; Van Vaerenbergh & Thomas, 2013; Rammstedt & Farmer, 2013). The inclusion of both positively and negatively worded items, particularly if the scale is balanced (i.e., equal positively and negatively worded items), is thought to control for the effects of acquiescence (Baumgartner & Steenkamp, 2001; Cloud & Vaughan, 1970). Additionally, the inclusion of negatively or reversed worded items is thought to represent a cognitive "speed bump" designed to capture respondents' attention and prevent them from engaging in response sets in which they respond based on general feelings rather than attend to the actual item content (Barnette, 2000; Podsakoff et al., 2003). Furthermore, their inclusion is thought to provide a more complete and comprehensive coverage of the measured construct, thereby improving scale and construct validity (Weijters & Baumgartner, 2012).

However, assuming negatively worded items do all of this while maintaining sufficient psychometric quality has been called a "methodological urban legend" (Dalal & Carter, 2015). There is no consensus in the literature that including negatively worded items reduces the effects of response biases, and in some instances, may introduce additional response biases (van Sonderen et al., 2013). In fact, it is common to find differential response patterns between items when both positively and negatively worded items are contained within an instrument (e.g., Spector et al., 1997).
Negatively Worded Items

Throughout the literature, “negatively worded items” and scales that contain both positively and negatively worded items are referred to in many ways, such as reverse worded (e.g., Brown, 2003; Ebesutani et al., 2012; Kam et al., 2021), reversed/negatively keyed (e.g., Lindwall et al., 2012), mixed-format items/keyed (e.g., Chen & Jin, 2020; Wang et al., 2015), and reversed-polarity items (e.g., Boley et al., 2021; Herche & Engelland, 1996). While some researchers make clear distinctions between the semantics of mixed-format items (e.g., Schriesheim et al., 1991), others simply refer to them as negatively worded items (Weijters & Baumgartner, 2012). Weijters and Baumgartner (2012) offer a clear example of positively and negatively worded item formats in measuring the construct of extroversion. A positively worded item designed to measure extroversion is I am talkative, whereas a negatively or reverse worded item is I am not talkative, or I am quiet. The use of negatively worded items typically implies the need for the item to be recoded or reverse coded prior to analysis so that all items have the same directional relationship with the measured construct (Chyung et al., 2018; Weijters et al., 2013).

The assumption of negatively worded items is that they measure the same construct to the same degree as the positively worded items (Marsh, 1996). If this assumption holds, the expected response patterns between these items may look like this: a respondent with a high level of the construct would be expected to "agree" with a positively worded item, while, conversely, they would be expected to "disagree" with a negatively worded item, and vice versa for respondents with a low level of the construct. However, this is not always the case, and those with high levels of the construct do not
always "disagree" when encountering a negatively worded item (e.g., Benson & Hocevar, 1985; Kam et al., 2021; Marsh, 1986; Weems et al., 2006). This type of differential response pattern creates response bias that can impact the psychometric properties of the instrument.

Considering prior studies, researchers have found biased reliability estimates, statistically different means between the positive and negative items, and questions about the dimensional structure underlying the instrument when both positively and negatively worded items are included (e.g., Barnette, 2000; Marsh, 1996; Schriesheim et al., 1991; Weems et al., 2006). Conclusions from studies investigating the functioning of positively and negatively worded items suggest that respondents are often confused or that there is a misunderstanding when respondents encounter a negatively worded item which leads to careless responding and differential response patterns (e.g., Schriesheim et al., 1991; Swain et al., 2008; Woods, 2006). However, other studies have found differential response patterns related to the inclusion of mixed worded items to be more complex than carelessly responding to an item. These studies indicate that factors such as response styles related to personality traits (e.g., DiStefano & Motl, 2006; Quilty et al., 2006), verbal or cognitive ability (e.g., Corwyn, 2000; Gnambs & Schroeder, 2020; Marsh et al., 2010), and social desirability (e.g., Rauch et al., 2007) contribute to the differential response patterns. In other words, these patterns are related to factors beyond that of the intended measured construct. Such findings have led researchers to conclude that the inclusion of both positively and negatively worded items leads to method effects, which in turn, distort an instrument's psychometric properties.
**Dimensionality Concerns with Unidimensional Scales**

There are many examples of self-report, unidimensional scales that include both positively and negatively worded items in the literature. The Rosenberg Self Esteem Scale (RSES; Rosenberg, 1965), General Heath Questionnaire-12 (GHQ-12; Goldberg & Williams, 1988), Consideration of Future Consequences Scale (CFC; Strathman et al., 1994), Core Self-Evaluation Scale (CSES; Judge et al., 2003), Life Orientation Test-Revised (LOT-R; Scheier et al., 1994), and the Penn State Worry Questionnaire (PSWQ; Meyer et al., 1990) are but a few examples. Each scale has a similar design with respondents asked to indicate their level of agreement across a series of items via a four or five-point Likert response scale. Users of a scale are instructed to reverse code negatively worded items and sum item responses to obtain a composite score.

Each of the referenced unidimensional scales were designed to measure a single construct, however, with the inclusion of both positively and negatively worded items, dimensionality investigations of these instruments result in similar findings: a rejection of the theorized unidimensional model in favor of alternative model specifications. When multidimensionality is identified as the result of a potential method effect, such as the case with item wording effects, researchers must decide on its potential substantive meaning and how best to model the latent construct the instrument was designed to measure (Marsh, 1996). These findings have implications for how to treat the data in subsequent analyses. In general, findings of multidimensionality typically imply the use of subscale scores in place of an overall composite score (Reise et al., 2000). This assumes that the dimensions identified are construct relevant and represent reliable substantive facets, sub-traits, or components related to the overall construct the
instrument was designed to measure. However, studies have indicated that method effects in the context of item wording directionality are often related to construct irrelevant factors and interpretation of substantive dimensions defined by item wording may not be valid (e.g., Brown, 2003; Hazlett-Stevens et al., 2004; Huang & Dong, 2012; Greenberger et al., 2003; Spector et al., 1997). Furthermore, Rauch et al. (2007) noted that "...deviation from unidimensionality of observed scores does not imply deviation from unidimensionality of [the construct]" (p. 1597).

Bifactor Models

In recent years, the bifactor model (Holzinger & Swineford, 1937) has gained attention as an alternative for accommodating method effects. A bifactor model represents a special case of the correlated-trait correlated-methods model (CTCM), a model frequently specified within the confirmatory factor analysis (CFA) multitrait-multimethod (MTMM) framework used to model and examine method effects (Bollen & Hoyle, 2012; Gu et al., 2017). This model specifies that the covariance among as set of items is explained by both a general factor that explains the common variance among all items, and group or specific factors that explain common variance among a cluster of items that are similar in content (Reise, 2012; Reise, Scheines, et al., 2013). Figure 1.1 depicts a CFA path diagram for a bifactor model in the context of modeling item wording method effects.

As shown in Figure 1.1, the instrument modeled is a 12-item, balanced scale containing six positively worded items (x1 – x6) and six negatively worded items (x7 – x12). As depicted in this specification, all items load on the general factor (i.e., the construct the instrument was designed to measure) and one of two method factors (i.e.,
specific factors) representing the positively worded item method factor and the negatively worded item method factor.

Figure 1.1 Path Diagram for a Bifactor Model with a General Factor and Two Method Factors

With the variance decomposition provided by the bifactor model, researchers can assess the degree to which both the general and specific factors influence item-level variance, allowing researchers to determine the "strength" of the general factor in relation to the specific factors (Reise et al., 2010). More specifically, researchers can (a) examine the partitioning of variance across general and group factors, (b) control for multidimensionality in the presence of nuisance dimensions, (c) assess the degree to which data have a strong enough general factor to fit a unidimensional measurement model, and (d) evaluate the adequacy of both total scores and subscale scores (Rodriguez
et al., 2016b). In other words, researchers can assess the degree to which scales and scale scores are perhaps "essentially unidimensional" versus multidimensional.

**Essential Unidimensionality and Bifactor Models**

The concept of "essential unidimensionality" is frequently applied within the item response theory (IRT) literature and IRT applications, acknowledging the fact that data are rarely, if ever, strictly unidimensional (Reise et al., 2007). Essential unidimensionality (i.e., Stout, 1987) implies that the data predominantly reflect one dimension or that the instrument *essentially* measures one dimension, even when other dimensions are identified (Nandakumar & Ackerman, 2004). Reise (2012) notes that it is well established within IRT literature that model parameters are robust to violations of unidimensionality, provided that the general factor is considered "strong."

In CFA, unidimensionality is typically evaluated by comparing model-data fit to a unidimensional model via conventional fit statistics such as the Comparative Fit Index (CFI), Tucker Lewis Index (TLI), Root Mean Squared Error of Approximation (RMSEA), and Standardized Root Mean Square Residual (SRMR). Through comparisons of the fit statistics from a tested model to established guidelines (i.e., CFI ≥ .95), researchers deem the data unidimensional or not and, if not, proceed to fit alternative multidimensional models that meet the "best fitting" criteria. Given the complexity involved in measuring many psychological constructs, and the need to include mixed item formats, it is not surprising that when the internal structure of instruments designed to be unidimensional is investigated, multidimensionality is found instead. In CFA, there is less focus on how other statistics, outside of model fit statistics, can provide a direct index to assess the degree of dimensionality or, more specifically, the departure from
unidimensionality, much in the way certain IRT based statistics, such as DETECT (Zhang & Stout, 1999), are used (Bonifay et al., 2015). Given the variance decomposition provided by the bifactor model, this model offers a promising technique for researchers to assess the degree of unidimensionality present in the data. In fact, Reise et al. (2010) argue that the bifactor model provides a clearer or more realistic conceptualization of unidimensionality by specifying a general factor that influences all items, but which may be contaminated by other, perhaps nuisance, factors (i.e., method effects).

As part of a comprehensive psychometric evaluation, in addition to traditional model fit statistics, bifactor models can be evaluated using several model-derived indices. These indices help researchers assess the strength of the general and specific factors, the degree to which total scores reflect the intended construct, and how reliable and applicable subscale scores are from specific factors (Rodriguez et al., 2016a, 2016b). These indices include the omega reliability indices (i.e., omega total, omega hierarchical), factor determinacy (FD), construct replicability (H index), explained common variance (ECV), and the percent of uncontaminated correlations (PUC). Briefly, the omega reliability indices can be used to assess the reliable variance in both unit-weighted, observed total and subscale scores (Rodriguez et al., 2016a, 2016b). Factor determinacy (FD) and the H index are used to assess the reliability of general and specific factors at the latent level (i.e., the reliability of factor scores or optimally weighted scores; Rodriguez et al., 2016a, 2016b). Finally, ECV and PUC are considered statistics of unidimensionality in that they can be used to assess the general factor's strength in relation to specific factors (Rodriguez et al., 2016a, 2016b). Taken together, an evaluation of ECV, omega hierarchical (omegaH), and PUC derived from a bifactor
model can be used to indicate when data can be represented as essentially unidimensional.

Rodriguez et al. (2016a) reviewed and evaluated 50 studies across the psychological, personality, and assessment literature in which a bifactor model was identified as the "best fitting" structure. In their review, they calculated the bifactor model-based indices for all 50 studies using the standardized factor loadings as presented in the articles. One key finding from Rodriguez et al. was that most of the studies reviewed claimed multidimensionality, mostly due to model fit of the bifactor, however, after evaluating the studies with the additional bifactor model indices, they found that in many cases, total scores primarily reflected variance due to the general factor. Such findings also relate to several recent studies suggesting the bifactor model may overfit the data by capturing additional model complexity and noise (Bonifay & Cai, 2017; Greene et al., 2019; Morgan et al., 2015; Murry & Johnson, 2013; Reise et al., 2016).

Results from Rodriguez et al.'s (2016a) review suggest the data in many instances was most likely essentially unidimensional. Specifically, they noted that in many cases total scores can be "interpreted as univocal indicators of a single latent variable, despite multidimensionality" (p. 232). Furthermore, Rodriguez et al. note that item-level multidimensionality can impose unnecessary complexity into the model in cases where (a) the general factor is strong, and (b) group factors are poorly defined. Such cases may be present when data are contaminated by item wording method effects.

Statement of the Problem

When data from unidimensional scales including both positively and negatively worded items is examined via CFA, dimensionality investigations often result in similar
conclusions: that is, a rejection of the strict unidimensional model in favor of a multidimensional model that explicitly models method effects related to item wording. These findings have implications for both the construct validity and psychometric properties of the instrument. Since the bifactor model has been included as part of an alternative model evaluation strategy for item wording method effects (i.e., Marsh et al., 2010), it is common to find researchers selecting this model based on the model fit indices familiar to the structural equation modeling (SEM) literature (i.e., CFI, TLI, RMSEA, SRMR, AIC, BIC) in combination with substantive conclusions and utility of this model. Most investigations have found the bifactor model, modeling both the positively and negatively worded method factors (e.g., Alessandri et al., 2015; Hyland et al., 2014; Hystad & Johnsen, 2020; Marsh et al., 2010; McKay, Morgan, et al., 2015; Salerno et al., 2017) or a modified version modeling only a negatively worded method factor (e.g., DiStefano & Motl, 2006; Gnambs & Schroeders, 2020; Gu et al., 2015; Ye, 2008) to provide the best fit to the data. While the bifactor model preserves the unidimensional nature of the general construct, it also indicates that the structure and data are contaminated by these method effects. These findings have led some to question the psychometric properties of the instrument, particularly the use of an overall composite score. For example, Marsh et al. (2010) in declaring the bifactor model as the appropriate modeling structure for the Rosenberg Self-Esteem Scale noted the unidimensional model was inappropriate and furthermore questioned the validity of applied research that previously utilized the RSES, noting that failing to control for the method effects results in biased interpretations. Others have echoed Marsh et al.'s concerns (i.e., Alessandri et al., 2015; Gana et al., 2013). However, Reise, Bonifay, et al. (2013) contend that while
such conclusions are valid, they may be unnecessarily concerning. Clarity concerning the unidimensionality of such instruments can be provided using additional statistics derived from a bifactor model.

More recent applications of the bifactor model to model item wording effects have applied the recommended model-based indices to make psychometric conclusions regarding the influence of item wording effects on the factor structure and scoring procedures (e.g., Arias & Arias, 2017; Hystad & Johnsen, 2020; McKay et al., 2015; Salerno et al., 2017; Urban et al., 2014). As outlined by Reise, Bonifay, et al. (2013) and Rodriguez et al. (2016a, 2016b), ECV, omega hierarchical, and PUC, can be used to assess the strength of the general factor and provide evidence for essential unidimensionality, effectively evaluating the extent to which the method effects related to item wording are contaminating the unidimensional property and structure. The information assists researchers in making decisions for how best to model the data in scoring procedures and subsequent statistical analyses.

A number of recommended benchmarks and guidelines in utilizing the bifactor model-based indices in establishing essential unidimensionality have been suggested, including omega hierarchical values greater than .80, ECV values greater than .70 to .80, and PUC and ECV values greater than .70 (Rodriguez et al., 2016a). A key finding from simulation studies examining these indices is that PUC, or the extent of data's "unidimensional" structure, plays an important role in moderating the effectiveness of ECV as an indicator of essential unidimensionality (Bonifay et al., 2015; Reise, Scheines, et al., 2013). As such, Reise, Scheines, et al. (2013) established the following tentative general benchmark: when PUC is < .80, ECV > .60 and omegaH > .70, bias in parameter
estimates should be minimal, and a unidimensional measurement model can be used. They note, however, that additional research is needed to assess the generalizability of this benchmark across other data conditions.

The purpose of the current study was to investigate the use of bifactor models and the recommended model-based indices in reaching decisions regarding essential unidimensionality in the context of item wording method effects. This study utilized a Monte Carlo simulation to evaluate the effectiveness in applying ECV, omega hierarchical, and PUC in determining when data can be treated as essentially unidimensional in the context of item wording method effects. This study expands on previous simulation studies investigating these indices (i.e., Bonifay et al., 2015; Gu et al., 2017; Reise, Scheines, et al., 2013) by examining how they perform under the context of various item and specific factor (i.e., method factor) characteristics frequently found in relation to item wording method effects, including the role of varying degrees of PUC, item distributional patterns, and unbalanced specific factors. As model selection within CFA is traditionally based on the assessment of model-data fit via fit indices, this study also included an evaluation of select model fit indices and their relationship between the model-based indices (i.e., ECV, PUC). The following research questions were addressed:

1. What is the relationship between the general factor strength indices (ECV, omega hierarchical, and PUC) and parameter bias in factor loading estimates when data are fit to a unidimensional measurement model?

2. What is the relationship between ECV and PUC in the context of item wording method effects?

3. What is the relationship between ECV, PUC, and model fit indices?
In summary, this study informs both methodological and applied researchers. First, the use of omegaH, ECV, and PUC as proposed indicators of essential unidimensionality, has received limited attention in simulation research. Examination of the functioning of these indices in more diverse data conditions is needed. Furthermore, given this study's focus on model-data fit in the CFA framework, this study provides an examination on how the bifactor model-based indices function either against or in combination with conventional model-fit indices in model section.

Second, in the context of item wording method effects, the use of omegaH, ECV, and PUC can provide researchers with information for when method effects can be ignored, and the data treated as unidimensional (i.e., the intended structure). Additionally, the use of a composite or total score that primarily reflects the target construct is typically desired in this context (e.g., global self-esteem). In this sense, the use of omegaH, ECV, and PUC may be helpful in establishing the general or target construct's strength in the presence of the method factors (i.e., nuisance factors).
CHAPTER 2

LITERATURE REVIEW

The inclusion of both positively and negatively worded items is a common design practice in developing self-report instruments. While including items of varying wording direction is thought to prevent response styles such as acquiescence, their inclusion adds additional error to the data in the form of method effects, which can lead to questions about the scale’s dimensionality, particularly if the scale was designed to be unidimensional. Unexpected findings regarding dimensionality can lead researchers to question how best to model the data, and subsequently, the appropriate use of a composite or total score obtained from these instruments. The use of bifactor modeling and the application of model-based indices derived from a bifactor model offer researchers with a promising technique to evaluate data collected from instruments that may be contaminated by item wording method effects.

This chapter begins with a detailed description of the bifactor model, including the model’s assumptions and its relationship to the unidimensional model. Next, procedures for evaluating model-data fit, including the alternative model-based indices recommended for bifactor models are detailed, as well as issues encountered when evaluating model-data fit with bifactor models. Finally, a review of simulation studies investigating both the bifactor model-based indices and item wording method effects are reviewed. This chapter concludes with an overview of the current study.
Bifactor Models

Bifactor models, also known as nested or hierarchical models (Gignac & Watkins, 2013), are a type of measurement model that can be specified in confirmatory factor analysis (CFA) and employed within a full SEM model. A bifactor model can also be estimated within the exploratory factor analysis (EFA) framework via alternative factor rotation procedures such as a Schmid-Leiman transformation or the Jennrich-Bentler analytic rotations (e.g., Jennrich & Bentler, 2011; Jennrich & Bentler, 2012; Manslof & Reise, 2016; Markon, 2019). Additionally, bifactor models can also be utilized within the item response theory (IRT) framework (Gibbons & Hedeker, 1992; Gibbons et al., 2007).

In a bifactor model (Holzinger & Swineford, 1937), item responses are modeled as a function of a general factor, and no more than one group or specific factor (Reise, 2012). Each item loads simultaneously onto two latent factors, a general factor that explains the common variance among all items, and a specific factor that explains additional variance among a subset of items (Reise, 2012). Thus, two factor loadings will be estimated, one indicating the relationship to the general factor and the other indicating the relationship to the specific factor (Dunn & McCray, 2020). Additionally, since the general and specific factors are fit simultaneously in a bifactor model, specific factors provide an estimate of shared variance among a set of items, once common variance from the general factor has been removed (Dunn & McCray, 2020). This indicates the specific factors should be interpreted as residual factors derived from the general factor, rather than separate or independent factors as is typically modeled via a correlated-trait model (DeMars, 2013; Dunn & McCray, 2020).
**Modeling Psychometric Multidimensionality**

Bonifay et al. (2017) describe two primary applications of the bifactor model, (1) as a tool for evaluating the psychometric properties of an assessment or scale, and (2) as the representation of an entire domain of a construct, to which they refer to the use of the bifactor model in this context as "ambitious." However, as a tool for psychometric evaluation, Bonifay et al. note the bifactor model's applicability in assessing the reliability of both total scores and potential subscale scores. Within this context, Reise (2012) summarizes the key applications of the bifactor model as the ability to: (1) partition item variance, (2) provide a unidimensionality statistic, (3) provide evidence for the interpretation of a scale score, and (4) assess the viability of subscales. From this perspective, the bifactor model and its specification permits researchers to engage in a comprehensive psychometric evaluation of an instrument's properties (Rodriguez et al., 2016a; 2016b).

Morin et al. (2016) distinguish between substantive multidimensionality versus psychometric multidimensionality. They describe substantive multidimensionality as an instrument designed to assess multiple dimensions, with separate items aligned to each dimension. Substantive multidimensionality is what is typically modeled via a correlated-traits factor model. Alternatively, psychometric multidimensionality implies that the items within an instrument are potentially associated with more than one source of variance (Morin et al., 2016). They further note that psychometric multidimensionality may be construct relevant or irrelevant. The bifactor model's specification of a general factor that explains covariation among all items, and specific factors providing an estimate of shared variance among a subset of items once common variance from the
general factor has been removed, lends itself as particularly useful for modeling psychometric multidimensionality.

From a psychometric perspective, many educational and psychological instruments are designed to measure constructs that are hierarchical in nature, in that the structure is such that there may be conceptually narrow subdomains encompassed by a general or global construct (Morin et al., 2016; Reise, 2012). In the development of instruments designed to capture such constructs, researchers often engage in a two-stage sampling process, identifying domains within a broad or general construct and then developing or sampling items within the domains for inclusion in the complete instrument (Gibbons et al., 2007). While the instrument is theoretically targeted to measure the overall construct, the item sampling process leads to multidimensionality (Gibbons et al., 2007; Morin et al., 2016). When this occurs, researchers must decide on the construct relevance of the multidimensionality and its implications for constructing composite scores and potentially subscale scores. For example, an instrument designed to measure school engagement may include items that relate to different aspects of engagement such as the behavioral, emotional, and cognitive components (Stefansson et al., 2016). Modeling the obtained data via a bifactor model would indicate the degree to which each item reflects the overall factor of school engagement as well as each potential subdomain, providing information regarding the use of an overall composite score and subscale scores. In this context, the potential psychometric multidimensionality is construct relevant, prompting the potential need to evaluate the use of subscale scores.

Alternatively, psychometric multidimensionality may be identified due to construct-irrelevant features. In this context, specific factors are often referred to as
nuisance dimensions (Cho et al., 2014). Reise et al. (2010) define nuisance dimensions as "factors arising because of content parcels that potentially interfere with the measurement of the main target construct" (p. 546). Within the IRT literature, such dimensions are often referred to as testlets. For example, reading comprehension exams often consist of reading passages with students asked to respond to a series of items based on the passage. While these items capture reading comprehension, they may also capture other information unrelated to reading comprehension due to their shared content, introducing additional sources of variance (DeMars, 2012). Cho et al. (2014) also note that differential response patterns may lead to nuisance dimensions, such as the case with timed exams, which can cause items towards the end of an exam to inaccurately appear more difficult. Other examples of differential response patterns that can potentially lead to nuisance dimensions is when both positively and negatively worded items are included in an instrument. Item wording effects caused by the inclusion of positively and negatively worded items are one of the most frequently encountered sources of construct irrelevant psychometric multidimensionality (Morin et al., 2020). In this context, bifactor models can be applied to model a general construct of interest in the presence of method effects caused by item wording direction (Bollen & Hoyle, 2012; Markon, 2019; Schmitt et al., 2018).

**Model Assumptions and Specification**

In a restricted bifactor model (Gibbons & Hedeker, 1992; Reise et al., 2010; Stucky & Edelen, 2015) two primary assumptions are required. One, it is assumed there is a pattern of zero and non-zero loadings between the indicators, the general factor, and the specific factors (Canivez, 2016; Markon, 2019). All indicators are assumed to have
non-zero loadings on the general factor, and one specific factor, with zero loadings set
between the items and specific factors in which these items do not load. This loading
pattern also holds important implications for the meaning of the latent factors in the
bifactor model, in that the general factor is assumed to broadly characterize the
relationships between all the indicators, while specific factors represent more defined
patterns among the indicators that may be the result of subsets of related content or item
features (DeMars, 2013; Reise, 2012).

Second, it is assumed that the latent variables in a bifactor model are orthogonal.
The assumption of orthogonal relationships between the latent variables is critical.
Constraining the general and specific factors to be orthogonal allows the item variance to
be partitioned into these two sources, and for the specific factors to be interpreted as
residual factors (Reise, 2012). While it is preferred for the specific factors to also be
orthogonal, this is not a requirement. However, Reise (2012) cautions that correlations
between specific factors suggests that additional unmodeled general factors are present,
which may lead to issues with model interpretability and applicability.

Both assumptions are clearly seen considering the matrices contained within the
CFA measurement model and model-implied variance-covariance matrix required to
estimate model parameters. To facilitate interpretation of both the measurement model
and the model-implied variance-covariance matrix, consider a 12-item instrument with a
balanced scale (i.e., six positively worded and six negatively worded items). A bifactor
measurement model specification would imply that all items load on the general factor,
all positively worded items (i.e., items 1-6) simultaneously load on a specific factor
representing the positively worded item method factor, and all negatively worded items
(i.e., items 7-12) simultaneously load on a specific factor representing the negatively worded item method factor. Observed item responses can be decomposed according to Equations 1 and 2 (adapted from Chen et al., 2006; Liu & Thompson, 2021).

\[ X = \Lambda_x \xi + \delta, \] (1)

where \( X \) is a 12 x 1 vector of observed variables, \( \Lambda_x \) is a 12 x 3 matrix representing the factor loadings on the general and specific factors, \( \xi \) is a 3 x 1 vector representing the general and specific latent factors, and \( \delta \) is a 12 x 1 vector representing residual variance (i.e., uniqueness).

\[
X = \begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3 \\
    x_4 \\
    x_5 \\
    x_6 \\
    x_7 \\
    x_8 \\
    x_9 \\
    x_{10} \\
    x_{11} \\
    x_{12}
\end{bmatrix}, \quad \Lambda_x = \begin{bmatrix}
    \lambda_{G1,1} & \lambda_{Sp1,1} & 0 \\
    \lambda_{G2,1} & \lambda_{Sp2,1} & 0 \\
    \lambda_{G3,1} & \lambda_{Sp3,1} & 0 \\
    \lambda_{G4,1} & \lambda_{Sp4,1} & 0 \\
    \lambda_{G5,1} & \lambda_{Sp5,1} & 0 \\
    \lambda_{G6,1} & \lambda_{Sp6,1} & 0 \\
    \lambda_{G7,1} & 0 & \lambda_{Sn7,2} \\
    \lambda_{G8,1} & 0 & \lambda_{Sn8,2} \\
    \lambda_{G9,1} & 0 & \lambda_{Sn9,2} \\
    \lambda_{G10,1} & 0 & \lambda_{Sn10,2} \\
    \lambda_{G11,1} & 0 & \lambda_{Sn11,2} \\
    \lambda_{G12,1} & 0 & \lambda_{Sn12,2}
\end{bmatrix}, \quad \xi = \begin{bmatrix}
    \xi_G \\
    \xi_{Sp} \\
    \xi_{Sn}
\end{bmatrix}, \quad \delta = \begin{bmatrix}
    \delta_1 \\
    \delta_2 \\
    \delta_3 \\
    \delta_4 \\
    \delta_5 \\
    \delta_6 \\
    \delta_7 \\
    \delta_8 \\
    \delta_9 \\
    \delta_{10} \\
    \delta_{11} \\
    \delta_{12}
\end{bmatrix}. \] (2)

As shown in Equation 2, the \( \Lambda_x \) matrix specifies that factor loadings will be estimated for the general factor across all items, items 1-6 for the specific positive item wording method factor, and items 7-12 for the specific negative item wording factor. All other factor loadings are constrained to zero.

The model implied covariance matrix for this example is presented in Equation 3 below.

\[ \Sigma = \Lambda_x \Phi \Lambda_x' + \Theta_\delta, \] (3)

where the \( \Lambda_x \) matrix is defined the same as above, with \( \Lambda_x' \) the transposed factor loading matrix, and \( \Theta_\delta \) is a 12x12 variance-covariance matrix of the residuals. This matrix is
symmetric, with residual variances on the diagonal and covariances on the off-diagonal (Brown, 2015). When residual correlations are constrained to zero, as they are in this example, the off-diagonal consists of all zeros. The \( \Phi \) matrix is a 3x3 variance-covariance matrix for the latent factors. In a bifactor model, the \( \Phi \) matrix is specified according to Equation 4 below.

\[
\Phi = \begin{bmatrix}
\phi_G \\
0 \\
0 \\
\end{bmatrix}.
\]

(4)

The elements of the \( \Phi \) matrix are key to a bifactor model given the orthogonality assumption. In the \( \Phi \) matrix as defined above, the factor covariances are constrained to zero (i.e., elements of the off-diagonal), with only factor variances estimated (i.e., the diagonal). When the factor variance is set to one for identification (or in a completely standardized solution), this diagonal becomes a series of all ones (Brown, 2015). As a result, the elements of the model-implied variance-covariance matrix are estimated with Equations 5-7 below. Continuing with the 12-item instrument example, assume Item 1 and Item 2 both load on the general factor as well as the positively worded item method factor. Item 7 also loads on the general factor but the negatively worded item method factor.

\[
\sigma_{x1}^2 = \lambda_{1G}^2 + \lambda_{1Sp}^2 + \sigma_{e1}^2.
\]

(5)

\[
\sigma_{x1,x7} = \lambda_{1G} \lambda_{7G}.
\]

(6)

\[
\sigma_{x1,x2} = (\lambda_{1G} \lambda_{2G}) + (\lambda_{1Sp} \lambda_{2Sp}).
\]

(7)

The variance of each item (Equation 5) is estimated as the sum of its squared factor loadings on both the general factor and its specific factor plus the item's residual.
component. In other words, the variance explained by the general factor, the variance explained by the specific factor, and the residual variance (Gu et al., 2017).

Decomposing the covariances between items (or correlations in completely standardized solutions) is somewhat more complex. With the orthogonality constraint placed on all latent factors, item covariances (or correlations) are a function of the item's relationship between the general and its specific factor. In the above example, Item 1 and Item 7 both load on the general factor, but different specific factors. Therefore, the only element that defines their relationship are the item loadings on the general factor (Equation 6). In other words, the correlation between these items reflects variance due to only the general factor (Bonifay et al., 2015; Reise, 2012; Reise, Scheines, et al., 2013). Item 1 and Item 2 both load on the general factor and the same specific factor. In this situation, their estimated covariance is a function of their relationship between both the general factor and the specific factor. In situations in which the general factor is of primary interest, and possibly the use of a composite score, the influence of the specific factor on these items is a potentially contaminating factor (Bonifay et al., 2015; Reise, 2012; Rodriguez et al., 2016a, 2016b). In this situation, it is advantageous to have fewer items that are impacted by both the general and specific factor variance (i.e., fewer items contained within each specific factor; Bonifay et al., 2015; Reise, Scheines, et al., 2013).

**Relationship to the Unidimensional Model**

Reise (2012) specifies that by constraining the specific factor loadings in a bifactor model to zero, the unidimensional model is obtained. In other words, the models are nested, with the unidimensional model nested within the bifactor model. A comparison between a fitted unidimensional model and a bifactor model offers critical
information regarding the relationship between these two models, or more specifically the
general construct as defined by these two models. Reise notes that the degree to which
factor loadings from the general factor in a bifactor model and loadings estimated from a
unidimensional model are consistent provides evidence that the latent variable captured
by both models is equivalent. If items load more strongly on the general factor relative to
the specific factor, this is one indication that the items primarily reflect the general
construct and ignoring the multidimensionality from the specific factors would not lead to
severe bias by treating the data as unidimensional (Reise et al., 2010; Reise et al., 2015).
Importantly, such comparisons between the bifactor model and the unidimensional model
only hold if the data follow a bifactor structure (Reise et al., 2007). Data is best modeled
via a bifactor model when it theorized that item responses mostly reflect a general or
common trait, but multidimensionality is caused by well-defined item clusters (Reise et
al., 2007; Reise, 2012; Rodriguez et al., 2016a). If a bifactor model can reproduce
relationships in the data, then the comparisons between the estimated loadings on the
general construct between the two models offers information regarding the degree to
which parameters may be biased or distorted by fitting a unidimensional model to
multidimensional data (Reise et al., 2007).

Evaluating Model-Data Fit

Assessing model-data fit is one of the most important elements in conducting
CFA. However, it is also one of the more controversial elements (Brown, 2015; Raykov
& Marcoulides, 2006). Model-data fit can be assessed using a variety of indices and
information that capitalize on different elements of the model. Overall, fit is assessed at
the global and local level in a CFA model. This includes an assessment of the model's
overall goodness of fit, as well as individual parameter estimates (Byrne, 2005). While model fit statistics provide critical information, decisions regarding model fit need to also be made on substantive grounds (Raykov & Marcoulides, 2006). Ultimately, researchers are focused in identifying a model that is, (1) theoretically sound, (2) parsimonious, and (3) corresponds to the data (Kline, 2011).

Assessing Model-Data Fit in Bifactor Models

In assessing model-data fit, researchers determine how well a theorized model fits the data, or in situations in which multiple alternative models are evaluated, which of the models provides the best fit to the data (West et al., 2012). Bifactor models are rarely evaluated in a strictly confirmatory (i.e., Jöreskog, 1993) context, in which it is the only model investigated. Instead, they are typically evaluated against several alternative models. Broadly, research investigating an instrument's dimensional structure that includes a bifactor model specification usually includes an evaluation of a unidimensional model, a correlated-factors model, and a higher-order or second-order model (e.g., Bear et al., 2011; Dierendonck et al., 2020; Gordon et al., 2020; Huang et al., 2014; Kopp et al., 2011; Stefansson et al., 2016). Within the context of evaluating item wording method effects, researchers apply a similar approach, although fewer studies have utilized the higher-order model in this context (see McKay et al., 2014, for an example). Instead, a more common approach is to also include a correlated uniqueness (CU) model in which correlated errors between items of similar wording are modeled. Together, the unidimensional model, correlated-factors model, correlated uniqueness model, and the bifactor model form what Marsh et al. (2010) refer to as a "taxonomy of models" (p. 379). Each of these models offers a different conceptualization of the method
effect arising from the item wording. Marsh et al. stress that evaluating each of these models in a taxonomic strategy allows for a more complete assessment of the nature and size of the item wording method effects.

Several procedures exist for evaluating alternative CFA models. In the context of evaluating item wording method effects, the most common approach is to take a complete examination of multiple fit indices and compare between models. In this context the overall fit of each model and the relative fit between models is often used to select the best fitting model structure. In this procedure, researchers typically evaluate fit statistics from different classes of model fit. This typically includes an assessment of each model’s chi-square ($\chi^2$) statistic, approximate fit indices representing both absolute (i.e., RMSEA and SRMR) and comparative fit (i.e., CFI and TLI), and an evaluation of model selection indices (i.e., AIC and/or BIC).

**Model Fit Indices.** The chi-square ($\chi^2$) statistic, under maximum likelihood (ML) estimation, provides the only statistical test of significance for assessing model-data fit (Schumacker & Lomax, 2010). Chi-square is a test of exact fit in that it tests the hypothesis that the population covariance matrix and the reproduced or model-implied covariance matrix are an exact fit (DiStefano, 2016; West et al., 2012). A chi-square value of zero indicates perfect fit between the model implied covariance matrix ($\Sigma$) and the sample covariance matrix ($S$) (Schumacker & Lomax, 2010). In this context, the goal is to retain the null hypothesis. A non-significant $p$-value indicates the data fits the model. However, the chi-square statistic is highly sensitive to sample size and is therefore not recommended for use as the sole index to make global model-data fit decisions (Brown, 2015; DiStefano, 2016; Raykov & Marcoulides, 2006).
It is unlikely that any CFA or SEM model specified will provide an exact fit to data structures encountered in real-world applications. As such, several approximate or alternative model fit indices have been developed to aid researchers in reaching decisions regarding model-data fit. Fit indices are often selected and evaluated together because they represent different aspects of model fit (i.e., comparative fit, close fit). Broadly, alternative fit indices can be characterized as absolute or comparative/incremental fit indices (Brown, 2015; DiStefano, 2016; West et al., 2012). Absolute fit indices (i.e., RMSEA, SRMR, AIC, BIC) evaluate the discrepancy between the model input and model implied covariance matrices (DiStefano, 2016). Comparative fit indices (i.e., CFI and TLI) assess model-data fit by comparing fit from the tested model and a baseline model (DiStefano, 2016). More specifically, comparative fit indices represent the proportion of improved fit in the tested model compared to a null model in which only the variances of the variables are estimated (i.e., covariances are not estimated; Brown, 2015; DiStefano, 2016; West et al., 2012). In selecting models that represent the "best fit" to the data, several suggested thresholds and cutoff values for these fit indices have been recommended. Those most frequently applied throughout the CFA/SEM literature come from Hu and Bentler (1998; 1999), including CFI and TLI $\geq .95$, RMSEA $\leq .06$, and SRMR $\leq .08$.

The Akaike's Information Criterion (AIC) and Bayesian Information Criterion (BIC) are considered model selection indices and can be used to compare models that are either nested or non-nested (West et al., 2012). Models are considered nested when a more restricted model (i.e., one with fewer parameters estimated) can be derived from a less restricted model (i.e., more model parameters estimated) by fixing parameters from
the less restricted model (Schermellah-Engel et al., 2003). The individual values of both the AIC and BIC index are non-informative when evaluated on their own (DiStefano, 2016). It is the comparison of values between models that provides information regarding model selection, with lower values of AIC and BIC indicating better model fit (DiStefano, 2016).

The cutoff values for the approximate fit statistics, such as those suggested by Hu and Bentler (1999), are often characterized as "golden rules" within the CFA and SEM literature in the sense that if a series of indices meets the recommended cutoff, the model is selected and declared the "best fitting." However, the conditions in which these cutoffs were set were limited, with several researchers acknowledging that, for example, Hu and Bentler only intended for their guidelines to be considered general recommendations (Kline, 2011; Marsh et al., 2004). A number of researchers have raised concerns about the dichotomy of "good fit"/"bad fit" that exists when evaluating model fit via approximate fit indices (e.g., Barrett, 2007; Marsh et al., 2004). Nevertheless, their application to examining model-data fit are standard practice.

Concerns with Model-Fit Indices and Bifactor Models. In the context of research involving bifactor models more generally, several researchers have noted examining CFI, TLI, RMSEA, AIC, and BIC as they favor model parsimony (e.g., Gignac & Watkins, 2016; Morgan et al., 2015; Murray & Johnson, 2013). These indices include a penalty for model complexity as the model's degrees of freedom or the number of free parameters is considered in its calculation (i.e., models that estimate more parameters are less parsimonious/more complex; Brown, 2015; Kline, 2011). Parsimony is an important feature in measurement, in that a simpler or less complex model, provided
it fits the data and is theoretically sound, is preferred (Kline, 2011). Compared to the unidimensional model, the correlated-factors model, and the higher-order model, the bifactor model represents the most complex, or least parsimonious model. However, recent simulation studies suggest that model fit indices that include a penalty for model complexity may be biased in favor of the bifactor model.

Murray and Johnson (2013) hypothesized that the bifactor model, with its additional parameters, may absorb unmodeled complexities such as cross-loadings and correlated residuals when they are present in data structures. In such cases, the bifactor model has been shown to exhibit better model-data fit compared to either a higher-order or correlated-factors model, despite not being the true underlying structure (Greene et al., 2019; Murray & Johnson, 2013). Reise et al. (2016) further note that "unless data are perfectly consistent with a model…fit indices will be biased toward the model with more parameters" (p. 3). In other words, fit indices tend to favor the bifactor model with its additional parameters. Additionally, in some cases, model fit indices have provided poor discrimination between the correlated-factors, higher-order, and bifactor model when no additional model complexities were included (Morgan et al., 2015). Such findings indicate that selection of a model must be based on substantive evaluation and judgement.

Bonifay and Cai (2017) recently examined the fit propensity of the bifactor model compared to other model structures, including an exploratory factor analytic model and a unidimensional model. Fit propensity refers to a model's average ability to fit diverse patterns of data (Preacher, 2006). They found the bifactor model's fit propensity to be almost as high as an exploratory model, indicating the bifactor model was able to fit multiple types of data structures. Conversely, the unidimensional model's fit propensity
was low, indicating that it rarely fit diverse data patterns. These findings led Bonifay and Cai to conclude that the bifactor model, in some instances, overfits the data. Furthermore, they cautioned researchers against relying solely on standard model fit statistics in making decisions, noting that the bifactor model is likely to be chosen as the best fitting. In such situations, application of additional model information, such as model-based reliability indices, may be informative in evaluating the bifactor model's utility (i.e., Bonifay et al., 2017; Reise et al., 2016).

**Alternative Model-Based Indices**

A pure inspection of factor loadings between the items and the general factor and the specific factors provides information in relation to both the strength of the general factor and specific factors in a bifactor model (Reise et al., 2010). However, to fully evaluate the structure of these latent factors, researchers recommend the application of several model-based indices to provide a more comprehensive evaluation of the bifactor model. These indices help researchers assess the strength of the general and specific factors, the degree to which total scores reflect the intended construct, and how reliable and applicable subscale scores are from group factors (Rodriguez et al., 2016a, 2016b). The use of recommended model-based indices can assist researchers in evaluating the functioning of the general factor (i.e., is it strong enough to support essential unidimensionality) and provide support for the interpretation (or lack thereof) of potential subscales by providing information concerning the reliability of these factors. These indices include, omega, omega hierarchical, factor determinacy \((FD)\), construct replicability \((H\) index\), explained common variance \((ECV)\), and the percent of uncontaminated correlations \((PUC)\). Each of these statistics are considered model-based
indices in that information from the model (i.e., factor loadings) is used in calculating each index. Additionally, the omega reliability indices and ECV can be computed for both the general factor and the specific factors. However, all descriptions below concern their application to the general factor to assess its strength and reliability in relation to the specific factors, as general factor strength is of primary relevance to the current study.

Each of the recommended model-based indices have been available for use within the CFA and SEM framework for some time, but their use in both methodological and applied contexts is relatively sparse. One reason may be the lack of availability as an option across readily used statistical software (i.e., SAS, SPSS; Gignac, 2016). As noted by Rodriguez et al. (2016b), with the exception of the PUC index, these indices are not necessarily bifactor-specific and can be estimated with other model types. However, their applicability within the context of bifactor modeling yields precise information relevant to the psychometric evaluation of both the general and specific factors. Furthermore, Savalei & Reise (2019) stress that as these indices are model-based, the appropriate latent model structure must be taken into account. For example, while omega total can be estimated for any multidimensional latent model, it is best applied to data that follow a hierarchical structure (Watkins, 2017). Additionally, as a bifactor model partitions item variance into two common sources, it is likely the only viable model in which omega hierarchical can be accurately computed and interpreted (Canivez, 2016; Reise, Bonifay, et al., 2013; Savalei & Reise, 2019).

**Omega Reliability Indices (omega total \(\omega_t\); omega hierarchical \(\omega_h\)).** In general, internal consistency is among the most frequently types of reliability reported. Internal consistency refers to the degree of consistency, or item homogeneity, across responses to
a set of items designed to measure the same construct (Crocker & Algina, 2008).

Coefficient alpha (Cronbach's alpha) is frequently calculated and reported as a measure of internal consistency reliability. The alpha coefficient operates under similar assumptions to classical test theory (CTT): (1) unidimensionality, (2) tau equivalency (i.e., equal factor loadings or assuming each item contributes equally to total scores), (3) items are continuous and normally distributed, and (4) uncorrelated errors (McNeish, 2018). In practice, these assumptions are quite rigid and may be difficult to meet, however, alpha continues to be used rather frequently (Gignac, 2016; McNeish, 2018).

More recently, researchers have argued for using SEM based reliability coefficients in place of coefficient alpha (e.g., McNeish, 2018; Green & Yang, 2009; Yang & Green, 2011). SEM based reliability coefficients recognize the data's structure (i.e., dimensionality, item relationship to the construct) and make use of model-based information, relaxing many of the assumptions of coefficient alpha. Many scales within the educational and psychological fields, although designed to be unidimensional, often do not fit a unidimensional model (Flora, 2020). As described by Morin et al. (2016) this multidimensionality may be the result of psychometric multidimensionality, the hierarchical nature of many constructs, and may or may not be construct relevant. The use of alpha as an estimate of reliability may be inappropriate in this context. When data follow a hierarchical structure, or one in which there is a general factor and multiple specific factors that explain the covariation among items, this violates many of the assumptions of the alpha coefficient, including unidimensionality and uncorrelated errors. In contrast, the omega family of reliability coefficients provides a more accurate estimate
of reliability by considering the data’s multidimensional structure and the multiple sources of common and unique variance in obtained composite scores (Watkins, 2017).

Coefficient omega (McDonald, 1999), also known as omega total (Revelle & Zinbarg, 2009), is an estimate of internal consistency. However, unlike alpha, omega total does not assume tau equivalence (i.e., equal factor loadings). Instead, items are assumed to be congeneric in that each item measures the same construct, but perhaps to a different degree (i.e., unequal factor loadings; McNeish, 2018). Omega total estimates the proportion of variance in the observed, unit-weighted total score that is attributable to all modeled sources of common variance or multiple common factors (Rodriguez et al., 2016a, 2016b). A unit-weighted score refers to a total score that is calculated by summing the raw scores for each item, where each item receives an equal weight (McNeish & Wolf, 2020).

There are multiple ways to calculate omega total which differ depending on if a researcher is utilizing a bifactor model in an exploratory or confirmatory framework, and if the factor pattern analyzed is based on the analysis of covariances or correlations (Reise, Bonifay, et al., 2013). In a completely standardized solution, using standardized factor loadings estimated from a bifactor model, omega total is calculated according to Equation 8 (Reise, Bonifay, et al., 2013; Rodriguez et al., 2016a).

$$\omega_t = \frac{\Sigma \lambda_{G}^2 + \Sigma_{k=1}^{K} (\Sigma \lambda_{Gk})^2}{\Sigma \lambda_{G}^2 + \Sigma_{k=1}^{K} (\Sigma \lambda_{Gk})^2 + \Sigma (1 - h^2)},$$  

where $\Sigma \lambda_{G}^2$ is the squared sum of the standardized factor loadings on the general factor, $\Sigma_{k=1}^{K} (\Sigma \lambda_{Gk})^2$ is the squared sum of the standardized factor loadings for each specific factor, and $\Sigma (1 - h^2)$ is the sum of the item uniqueness values.
Omega values range 0 to 1.0, with higher omega total values (i.e., closer to 1.0) indicating a highly reliable multidimensional composite; however, as this value represents a mixture of both general and specific factor variance, the precision of total and subscale scores as unique representations of the general or specific factors cannot be separated (Canivez, 2016; Watkins, 2017). Furthermore, if the primary interest is in the reliability of the general factor, taking specific factors into account is unnecessary (Kelley & Pornprasertmanit, 2016; Savalei & Reise, 2019). If data follow a bifactor structure, omega hierarchical may be a more informative reliability coefficient (Canivez, 2016; Savalei & Reise, 2019).

Contrasted with omega total, omega hierarchical (omegaH; McDonald, 1999; Zinbarg et al., 2005) estimates the proportion of variance in unit-weighted total scores attributable only to the general factor (Rodriguez et al., 2016a, 2016b). OmegaH is a valuable index in understanding if a composite score's reliability is mostly due to a single construct in the context of multidimensionality (Reise, Bonifay, et al., 2013; Reise, Moore, et al., 2010). In the calculation of omegaH, variance in total scores from specific factors is treated as measurement error (Reise, Moore, et al., 2010; Rodriguez et al., 2016b). Unlike omega total, omegaH allows researchers to assess the strength of the general factor independent of specific factors (Gignac, 2016; Rodriguez et al., 2016a, 2016b).

Similar to omega total, there are several ways to calculate omegaH which also differ depending on if a researcher is utilizing a bifactor model in an exploratory or confirmatory framework, and if the factor pattern analyzed is based on the analysis of covariances or correlations (Reise, Bonifay, et al., 2013). In a completely standardized
solution, using standardized factor loadings estimated from a bifactor model, omegaH can be calculated according to Equation 9 (Gignac, 2016; Reise, Bonifay, et al., 2013; Rodriguez et al., 2016a).

\[
\omega_h = \frac{(\sum \lambda_{ig})^2}{(\sum \lambda_{ig})^2 + \sum_{k=1}^{K}(\sum \lambda_{isk})^2 + \sum(1 - h_i^2)}
\]

(9)

where \((\sum \lambda_{ig})^2\) is the squared sum of the standardized factor loadings on the general factor, \(\sum_{k=1}^{K}(\sum \lambda_{isk})^2\) is the squared sum of the standardized factor loadings for each specific factor, and \(\sum(1 - h_i^2)\) is the sum of the item uniqueness values. The numerator in the calculation of omegaH only contains the squared sum of the loadings for the general factor, hence the specific factors are treated as measurement error. OmegaH values range 0 to 1.0, with higher omegaH values indicating that the general factor is the primary source of variance in unit-weighted scores (Rodriguez et al., 2016a, 2016b).

**Factor Determinacy (FD) and Construct Replicability (H index).** A bifactor model specifies that all items load on a general factor, with subsets of items simultaneously loading on a specific factor. As specific factors are often characterized as factors with substantially fewer items and potentially lower loadings, the functioning of specific factors and the reliability of subscale scores obtained from these factors is critical (Rodriguez et al, 2016a, 2016b). Rodriguez et al. (2016a, 2016b) propose the use of factor determinacy (FD) and construct reliability or replicability (H index) to assess the functioning and stability of the specific factors. Unlike the omega coefficients, which provide evidence for the reliability of unit-weighted (observed) composite scores, FD and the H index provide evidence for the reliability of optimally weighted latent composite scores and the stability of the specific factors for use in the SEM framework (Rodriguez et al., 2016a, 2016b).
For any given set of items, there exists multiple ways to obtain scores relating an individual's placement on the construct(s) of interest. Broadly, methods of obtaining factor score estimates fall into one of two categories, refined and non-refined methods, which differ based on the technical methods used to obtain the scores (DiStefano et al., 2009). For example, unit-weighted summed scores are considered non-refined or coarse factor score estimates, while scores obtained using regression methods that take into account factor loadings are considered refined (DiStefano et al., 2009; Grice, 2001). A concern with using refined methods to obtain factor scores is that, in theory, there exists an infinite number of ways of obtaining scores that are consistent with the factor loadings, a problem known as indeterminacy (Grice, 2001). The lack of a unique solution means the adequacy of the obtained scores can vary. The proposed $FD$ index assesses the degree to which factor score estimates are determinate and provide an adequate representation of individuals on the construct (Rodriguez et al., 2016a, 2016b). The $FD$ index is calculated according to Equation 10 (Rodriguez et al., 2016a, 2016b).

$$FD = diag(\Phi \Lambda^T \Sigma^{-1} \Lambda \Phi)^{1/2},$$

Equation 10

where $\Phi$ is a $m \times m$ matrix of factor intercorrelations. Recall from Equation 4 presented earlier that in a bifactor model, the $\Phi$ matrix consists of a series of ones on the diagonal, and zeros on the off-diagonal. The $\Lambda$ is a $k \times m$ matrix of the standardized factor loadings with $k$ the number of items and $m$ the number of factors. Finally, the element $\Sigma$ is the model-implied variance-covariance, defined as previously described in Equation 3 ($\Sigma = \Lambda_x \Phi \Lambda_x^t + \Theta_{\delta}$).

The $FD$ index provides the correlation of the factor scores with the factors, with values ranging 0 to 1.0 (Rodriguez et al, 2016a, 2016b). Higher values, or those closer to
1.0, suggest better determinacy (Rodriguez et al., 2016a, 2016b). Rodriguez et al. recommend the cutoff suggested by Gorsuch (1983) of .90 or greater as indicating when factor scores should be considered from factors obtained in the bifactor model.

Rodriguez et al. (2016a, 2016b) propose the use of the $H$ index (Hancock & Mueller, 2001) to assess the stability and replicability of the latent factors in the bifactor model. Again, as the specific factors are associated with fewer items and typically lower factor loadings, this index is particularly useful in evaluating these factors. The $H$ index provides a way to evaluate how well a set of items represents the latent variable (Rodriguez et al., 2016a). Specifically, Rodriguez et al. note that the $H$ index is useful for establishing which measurement model, and which factors, should be included in subsequent latent analyses via a full SEM model. The $H$ index is calculated according to Equation 11 (Rodriguez et al., 2016a, 2016b).

$$H = \frac{1}{1 + \frac{1}{\sum_{i=1}^{k} \frac{\lambda_i^2}{1 - \lambda_i^2}}}$$

(11)

where $\lambda_i^2$ is the squared factor loading for the items on the factor being evaluated, and $1 - \lambda_i^2$ is the item's residual or uniqueness value. The $H$ index ranges from 0 to 1, with higher values (closer to 1) indicating the latent variable is well defined by the item set and is likely to be stable and replicated across further studies (Rodriguez et al., 2016a, 2016b). Rodriguez et al. (2016a, 2016b) recommend a minimum $H$ index value of 0.70 (as suggested by Hancock & Mueller, 2001) as a minimum cutoff indicating the latent construct is stable enough for inclusion in a full SEM model.

**Explained Common Variance (ECV).** Technically, ECV is the ratio of the first eigenvalue (i.e., the common factor) to the sum of all eigenvalues (Bentler, 2009; Ten
Berge & Socan, 2004). Ten Berge & Socan (2004) further describe ECV as a coefficient that represents "closeness to unidimensionality" (p. 621). In the context of a bifactor model, ECV assesses the strength of the general factor relative to the specific factors and is considered a direct indicator of unidimensionality (Rodriguez et al., 2016a, 2016b). As such, ECV is considered a unidimensionality statistic (Reise, 2012). When the orthogonality constraint (i.e., uncorrelated factors) is placed on the general and specific factors, ECV provides the variance explained by the general factor by taking the ratio of variance explained by the general factor (i.e., the eigenvalue of the general factor), divided by the variance explained by both the general and specific factors (Reise, 2012; Rodriguez et al., 2016b).

Using the standardized factor loadings estimated from a bifactor model, ECV is calculated according to Equation 12 (Rodriguez et al., 2016a).

\[
ECV = \frac{\sum \lambda_{iG}^2}{\sum \lambda_{iG}^2 + \sum_{k=1}^{K} \sum \lambda_{iSk}^2},
\]

where (\(\sum \lambda_{iG}^2\)) are the sum of the squared loadings for the general factor (i.e., the eigenvalue of the general factor) and (\(\sum_{k=1}^{K} \sum \lambda_{iSk}^2\)) are the sum of the squared factor loadings for each of the specific factors. For interpretation, ECV values range 0 to 1.0, with values closer to 1 indicating the general factor is likely "strong" enough to be treated as unidimensional in subsequent analyses (Reise, 2012). ECV is a valuable index for evaluating what model can be specified as the measurement model in a full SEM analysis (Rodriguez et al., 2016a).

Contrasted with omegaH, ECV is a direct indicator of dimensionality, while omegaH indicates that observed scores can be considered essentially unidimensional if the reliable variance is mostly due to the general factor (Rodriguez et al., 2016b). In this
sense, ECV may be thought of as an index of general factor strength, while omegaH may be considered an index of general factor saturation (Reise, Scheines, et al., 2013; Zinburg et al., 2006).

**Percent of Uncontaminated Correlations (PUC).** PUCs are the percent of item correlations (i.e., covariances) that only reflect general factor variance. More specifically, these are the correlations between items from different specific factors, as item correlations within each specific factor are contaminated by both specific and general factor variance (Rodriguez et al, 2016b). In a bifactor model, a general factor is specified to explain the covariation among all items, while smaller specific factors explain additional variance among a subset of items. Therefore, items from different specific factors are only influenced by their shared relationship to the general factor. As was detailed earlier in this chapter via Equations 6 and 7, the correlations between items are derived from only their factor loadings on the general factor. Conversely, items within specific factors are influenced by both their relationship to the general and the specific factor. Correlations between these items are derived from their factor loadings on both the general and specific factors. As such, these correlations are inflated due to being influenced by variance from both the general and specific factors (Bonifay et al., 2015).

PUC is calculated using Equation 13 (adapted from Bonifay et al., 2015; Rodriguez et al, 2016a).

\[
PUC = 1 - \frac{\sum_{k=1}^{K} \frac{p_{sk}(p_{sk}-1)}{2}}{p_{\text{total}}(p_{\text{total}}-1)/2},
\]

(13)

where \( p \) is equal to the number of items; the numerator is the sum of the number of correlations within each specific factor and the denominator is the total number of correlations.
Notably, compared to omega hierarchical and ECV, PUCs are not influenced by the magnitude of the factor loadings on either the general factor or the specific factor (Liu et al., 2022). Instead, PUCs are influenced by model size, specifically the number of total items, number of specific factors, and number of items within each specific factor (Reise, Scheines, et al., 2013). As the number of specific factors increases and the number of items within each factor decreases, PUC increases, as fewer item correlations are contaminated by both the specific and general factor. For example, a model with 12 items loading on a general factor, and six items each across two specific factors represents a PUC of 0.54, indicating that a slight majority of item correlations, 54%, reflect general factor variance only. Alternatively, a model with 12 items loading on a general factor, and three items each across four specific factors represents a PUC of 0.82, indicating that strong majority, 82%, of items correlations reflect only the general factor variance. As described by Rodriguez et al. (2016b) "...as PUC increases, the general trait in the bifactor model becomes more and more similar to the single trait estimated in a unidimensional model…” (p. 145). As such, PUC, much like ECV, is one way of quantifying the unidimensionality of the data's structure.

**Bifactor Model-Based Indices and Applications to Essential Unidimensionality**

Given the model’s parsimony and simplicity, unidimensionality is a desirable property in measurement. By definition, unidimensionality exists when all covariation among items contained within a scale is explained by the latent construct, with no correlated residuals, and all measurement error is random (Brown, 2015; Ziegler & Hagemann, 2015). The simplicity of the unidimensional model is also its downfall. Results from Bonifay & Cai (2017) highlight the rigidity of the unidimensional model
and show that the assumption of strict unidimensionality may be difficult to meet with real data. Any minor violations or deviations in unidimensional structure (e.g., correlated residuals) will lead to poor fitting models when data, which are theorized to follow a unidimensional structure, are fit to a unidimensional measurement model. In this regard, Reise et al. (2010) argue that the bifactor model may provide a more accurate or realistic conceptualization of unidimensionality by specifying a general factor that influences all items, but which may be contaminated by other, perhaps nuisance, factors (i.e., method effects). A more appropriate approach may not be to assess if the data are strictly unidimensional, but to assess to what degree data are unidimensional (Reise et al., 2016).

Several of the model-based indices recommended for use with bifactor models have been proposed for use in establishing essentially unidimensional models. In the context of a bifactor model, the degree to which the data can be considered as "essentially unidimensional" is related to the extent to which the general factor is considered "strong" in relation to the specific factors and accounts for the majority of covariation in item responses (Donnellan et al., 2016; Raykov & Pohl, 2012, 2013). As indices of general factor strength and unidimensionality, omega hierarchical (omegaH), explained common variance (ECV), and the percent of uncontaminated correlations (PUC), provide researchers with evidence for when data can be treated as essentially unidimensional despite multidimensionality (Reise, Bonifay, et al., 2013; Rodriguez et al., 2016a, 2016b).

Several guidelines regarding omegaH, ECV, and PUC have been proposed and recommended for researchers to assess essential unidimensionality, although there appears to be some hesitancy about recommending definitive values. As model-based
indices, their values are dependent on the quality of the underlying model (Reise, Bonifay, et al., 2013). Reise, Bonifay et al. (2013), suggested an omegaH of at least 0.50 but closer to 0.75 is preferred, but stress if an instrument is designed to measure a single construct, omegaH should "be as high as possible" (i.e., closer to 1; p. 138). Following a systematic review of 50 studies across the psychological, personality, and assessment literature in which a bifactor model was identified as the "best fitting" structure, Rodriguez et al. (2016a) offered some preliminary guidelines and potential cutoff values. As part of this review, Rodriguez et al. calculated the model-based indices for each study using the reported standardized factor loadings. In addition to calculating the model-based indices, Rodriguez et al. also used a technique in which they reproduced each study's correlation matrix using the reported standardized factor loadings. They then subsequently fit a unidimensional model and examined the relative bias in factor loadings from the unidimensional model and reported loadings from the general factor in the bifactor model. Using this technique, they found when both ECV and PUC were greater than 0.70, relative bias between factor loadings estimated from a unidimensional model and the bifactor model was acceptable, indicating that the structure could be treated as unidimensional. More broadly, they recommended ECV in excess of 0.70 to 0.80 likely indicates bias from utilizing a unidimensional model will be minimal. The general consensus regarding benchmarks for when data can be treated as essentially unidimensional is that omegaH, ECV, and PUC should be "high." However, what constitutes "high" is likely be context dependent.
Simulation Studies Examining the Bifactor Model-Based Indices

Reise, Scheines, et al. (2013) were among the first to systematically examine the relationship among general factor strength indices (ECV, PUC, and omegaH) and the degree of structural coefficient bias (i.e., validity estimates) present when bifactor/multidimensional data are fit to a unidimensional model. In their study, Reise, Scheines, et al. varied the following conditions: relative strength of the general and specific factor loadings (i.e., the factor loading values), number of specific factors, and number of total items, as each of these conditions directly impacts the values of ECV, omega hierarchical (omegaH), and percent of uncontaminated correlations (PUCs). As such their study included a range of ECV (0.20 - 0.85), omegaH (0.33 - 0.86) and PUC (0.69 - 0.94) values. As expected, the results overall indicated that as ECV and omegaH increased, the bias in estimated structural coefficients (defined as bias of less than 10%) from utilizing a unidimensional measurement model became less severe. Additional findings from their study included, (1) ECV was more influential in influencing structural parameter bias (i.e., validity) than omegaH, and (2) PUC played an important role in moderating the effectiveness of ECV as an indicator of essential unidimensionality. For example, in their study, when PUC was high (e.g., 0.94, indicating that 94% of item correlations reflect only the general factor variance), ECV values as low as 0.20 were associated with minimal bias in estimated validity coefficients obtained from the unidimensional model. However, when PUC was low (e.g., 0.69), ECV needed to be approximately 0.60 for bias less than 10% in estimated validity. From this, Reise, Scheines, et al. established the following tentative benchmark, when PUC is greater than 0.80, the value of the strength indices becomes less important; however, when PUC is <
0.80, ECV >0.60, and omegaH >0.70, bias should be minimal, and a unidimensional model can likely be used. They note, however, that additional research is needed to assess the generalizability of this benchmark across other data conditions.

The findings from Reise, Scheines, et al. (2013) provide insight into the relationship between PUC and ECV, noting that when PUC is "low", ECV values need to be "high." As indicators of unidimensionality, it seems logical that both indices are strongly related and work in tandem to establish essential unidimensionality. As described by Rodriguez et al. (2016b), as PUC increases, the data structure becomes more unidimensional. As the structure takes a more unidimensional form, it would follow that the strength of the general factor (i.e., ECV) becomes less of a factor in establishing essential unidimensionality. Conversely, as PUC decreases, and the data structure takes a more multidimensional form, and the strength of the general factor becomes more critical in establishing essential unidimensionality.

In Reise, Scheines, et al.’s (2013) study, the lowest PUC value included was 0.69. In the context of item wording method effects, in which a bifactor model will have one general factor and two specific factors related to item wording direction, researchers will encounter PUC values that will be substantially lower than 0.69. In a related study, Bonifay et al. (2015) examined the relationship between ECV and PUC in the context of establishing essentially unidimensional models. Although one of the purposes of their study was to compare the effectiveness of ECV and PUC in this context to the DETECT statistic (Dimensionality Evaluation to Enumerate Contributing Traits; Zhang & Stout, 1999), their study offers a comprehensive examination of ECV and PUC in the context of fitting a unidimensional measurement model to bifactor data. Bonifay et al. included a
condition in which the PUC was 0.52, a similar value that might be expected in the context of item wording method effects. Similar to Reise, Scheines, et al., Bonifay et al. varied the strength of the general and specific factors by altering the factor loading patterns, the number of specific factors, and the number of total items to generate a variety of ECV and PUC values (they did not investigate omegaH in this context). Unlike Reise, Scheines, et al. who investigated structural coefficient bias (i.e., the structural model in SEM), Bonifay et al. investigated bias from a pure measurement model perspective. Specifically, they looked at the bias in factor loading estimates when data simulated from a bifactor model was fit to a unidimensional measurement model. Here, Bonifay et al. investigated how well the misspecified unidimensional model recovered the factor loadings from the general factor in a bifactor model. Conclusions from Bonifay et al. (2015) were similar to Reise, Scheines, et al., in that, as ECV increased, relative bias observed in estimated factor loadings when data was fit to a unidimensional measurement model, decreased (i.e., bias less than 10%), and this was moderated by PUC. As PUC increased, the strength of the value of ECV became less important in indicating relative bias in factor loading estimates. As noted, the lowest PUC condition in their study was 0.52, a similar PUC that might be expected in the context of item wording effects. In this condition, ECV needed to be approximately 0.70 for bias right at 10% in estimated factor loading values and 0.75 for bias less than 10%. This minimum threshold is slightly higher than what was set by Reise, Scheines, et al.'s tentative benchmark of when PUC is less than 0.80, ECV values of at least 0.60 are likely to indicate essential unidimensionality. It is unclear if this is perhaps related to differences in outcomes investigated (i.e., structural coefficients vs. factor loadings) or perhaps differences in low
PUC values investigated. Bonifay et al. do not offer a benchmark based on their results, only to state that "when PUC is low…relative strength of the first factor is a critical determinant of bias." (p. 509).

**Simulation Studies Examining Item Wording Method Effects**

The use of bifactor models in the context of item wording method effects has received limited attention within simulation research. Gu et al. (2017) simulated an item wording effect using a modified bifactor model, in which all items loaded on a general factor, but where only the negatively worded items loaded on a specific factor (i.e., only one method factor was included). Recent applications of this modified bifactor model have referred to it as the bifactor-(S-1) model (Eid et al., 2017; Gnambs & Schroeders, 2020). Similar to Reise, Scheines, et al. (2013) and Bonifay et al. (2015), Gu et al. investigated the impact of fitting a unidimensional model to data generated from a bifactor model (i.e., ignoring the item wording method effect). Specifically, Gu et al. investigated the impact on both reliability and validity estimates. Reliability investigated in this study included both omega total and omega hierarchical (omegaH), however unlike Reise, Scheines, et al.'s study, Gu et al. did not investigate the relationship between omegaH and parameter bias (i.e., bias in structural coefficients, factor loadings) from a fitting a unidimensional model. Instead, they focused on bias in reliability indices estimated from the unidimensional model. Design factors in Gu et al.'s study included variations in sample size, total number of items, items per specific factor (balanced vs. unbalanced), and factor loading patterns on the general and specific factor. The only model-based index from the bifactor model considered in their study in relation to its efficiency in indicating parameter bias (i.e., structural or validity coefficients) was ECV.
with population values ranging 0.33 to 0.92. Across conditions, they found an ECV of 0.75 or higher was associated with minimal bias (i.e., less than 10%) in estimated validity and reliability coefficients, indicating the item wording effect is likely not a concern in this situation, and utilizing a unidimensional model (i.e., ignoring the method effect) is sufficient. While this result is consistent with the broad recommendation provided by Rodriguez et al. (i.e., ECV in excess of 0.70 to 0.80 likely indicates essential unidimensionality; 2016a), both Reise, Scheines, et al. and Bonifay et al. concluded that PUC moderates the relationship between ECV and bias in validity. The role of PUC was not considered in Gu et al.'s study. Relatedly, ECV was only examined between, and not within conditions. Considering the total number of items, number of group factors, and items contained within each group factor, PUC values in Gu et al.'s study were calculated to be 0.76, 0.77, 0.90, and 0.91. Given the high PUC values of 0.90, and based on the findings from Reise, Scheines, et al., bifactor models with ECV related to the general factor as low as 0.20 should still produce minimal bias in validity estimates when fit to a unidimensional model. But this was not the case in Gu et al.'s study. For example, in one condition in which the ECV was 0.75, and the PUC was 0.91, Gu et al. reported negative bias in the estimated validity coefficient of -16.5%, well above the acceptable threshold of |10|%. As PUC was not included as part of Gu et al.'s analysis, this discrepancy in findings from Reise, Scheines, et al. was not examined. It is unclear if this is perhaps due to the unbalanced nature of the number of items contained within the group factors, or perhaps the modified bifactor model (i.e., only one specific factor modeled) used to generate the data.
As noted, Gu et al. also investigated bias related to omega hierarchical (omegaH). However, the study investigated the bias related to estimating omegaH from a unidimensional model, concluding that when ECV is less than 0.75, omegaH as estimated from a unidimensional model is severely biased. Furthermore, they offer the recommendation that if omegaH is sufficiently "large enough" as estimated from the unidimensional model, then a total observed score can be utilized as an estimate of the construct; no index is stated to quantify "large enough." In the context of Gu et al.'s study, a more accurate use of omegaH would have been similar to that of Reise, Schienes, et al. (2013), in using it as an indicator of essential unidimensionality when derived from the bifactor model.

Xia (2018) examined item wording method effects by simulating data from three separate models representing different conceptualizations of item wording method effects, (1) a correlated-factors model with two latent variables representing a positive wording factor and a negative wording factor, (2) a traditional bifactor model with one general construct and two specific factors representing item wording method factors, and (3) a modified bifactor model in which one specific factor was included related to the negatively worded items (i.e., bifactor-(S-1)). The data was then subsequently fit to each model as well as a unidimensional model. Xia did not conduct a direct analysis of the model-based indices derived from the bifactor model (ECV, omgeaH, and PUC) and their relationship to parameter bias when fit to a unidimensional model. Most relevant to the current study is Xia's findings related to data simulated from a traditional bifactor model with two specific method factors and fit to a unidimensional model. Findings related to bias in estimated validity from the misspecified unidimensional model are similar to
those of Bonifay et al. (2015), Gu et al. (2017), and Reise, Scheines, et al. (2013), in that at "high" ECV values, bias in in validity fell within an acceptable range. Although not directly stated, "high" in this study was an ECV of 0.80.

Overall, simulation studies examining the model-based indices ECV, omega hierarchical, and PUC agree that as these indices increase, data that follows a bifactor structure can be treated as unidimensional with minimal bias expected (Bonifay et al., 2015; Gu et al., 2017; Reise, Scheines et al., 2013). This finding is relevant both for modeling and scoring purposes, indicating that multidimensional bifactor data can be subsequently examined via a unidimensional measurement model and the use of a composite score is likely unbiased in certain contexts (i.e., Reise et al., 2010; Reise, Bonifay et al., 2013). However, what is also clear is that the threshold for what constitutes "high enough," particularly that of ECV, is context dependent and highly related to PUC, as was shown in both Bonifay et al. (2015) and Reise, Scheines et al. (2013). Furthermore, the relationship between PUC and ECV within the context of item wording effects has not been thoroughly evaluated, as PUC was not a factor considered in either Gu et al. (2017) or Xia (2018).

**Relationship to Model Fit Indices**

In addition to investigating the bifactor model-based indices, Reise, Scheines et al. (2013) included an assessment of the approximate model fit indices CFI, RMSEA, and SRMR. Prior to including a structural coefficient into the model, Reise, Scheines, et al., fit the unidimensional model to the data to obtain model-data fit specifically for the measurement model, acknowledging that fit of the measurement model is often evaluated prior to including structural paths or a full SEM model. Recognizing that in their study
the unidimensional model was misspecified, their purpose in investigating model-data fit was not so much to examine if the unidimensional model fit the data, but to examine if model fit can be used as a proxy for structural parameter bias in the same way as ECV, omegaH, and PUC. They concluded that CFI and SRMR showed some evidence as "unidimensional enough" indices, while RMSEA was not effective in this context. CFI was strongly related to ECV \((r = 0.80)\) and moderately related to omegaH \((r = 0.49)\) but was effectively unrelated to PUC \((r = 0.09)\). SRMR was moderately related to all three indices, ECV \((r = -0.57)\), omegaH \((r = -0.41)\), and PUC \((r = -0.40)\). But their relationship to predicted bias in estimated structural parameters was not as effective an indicator as ECV and PUC. Reise, Scheines, et al. ultimately concluded that while CFI and SRMR are somewhat related to the general factor strength indices, they are not as effective as indicators of resulting parameter bias when data are fit to a misspecified unidimensional model. In other words, model fit alone is likely not an adequate indicator of potential parameter bias in a misspecified fitted model. Although Reise, Scheines, et al. reported a strong relationship between ECV and CFI, indicating that as ECV increased, or as data became more "unidimensional," CFI also increased. What they did not examine was the relationship between ECV and when CFI reached acceptable levels of fit \((i.e., \text{CFI} \geq 0.95)\). Additionally, they did not examine the model fit of the bifactor model, enabling an evaluation of the discrepancy in fit between the bifactor and unidimensional model.

Unlike Reise, Scheines, et al. \((2013)\), Gu et al. \((2017)\) fit both the \(true\) bifactor and the \(misspecified\) unidimensional model in their study and examined the performance of CFI and RMSEA. The goal was to investigate if these indices would suggest appropriate fit for the misspecified unidimensional model. It should be noted that
model fit in their study pertains to the fit of the structural model, as a measurement model was not utilized in their study. Not surprisingly, fit of the bifactor model was acceptable in all conditions. However, there were conditions in which fit of the unidimensional model reached acceptable levels, based on CFI and RMSEA values. For example, in one condition in which ECV was very high at 0.89, RMSEA for the bifactor and unidimensional models was 0.009 and 0.033, respectively, and CFI values were 0.998 and 0.983, respectively. While these fit indices favor the bifactor model, the values are within an acceptable range (i.e., CFI $\geq 0.95$; RMSEA $\leq 0.06$) for the unidimensional model. Applying the parsimony principle, the unidimensional model is likely preferred in this condition (Kline, 2011). In another condition in which ECV was 0.33, RMSEA for the bifactor and unidimensional models was 0.009 and 0.034, respectively, and CFI values were 0.995 and 0.965, respectively. Again, while the bifactor model showed better model-data fit, the unidimensional model reached an acceptable level of fit, however, this condition was associated with structural parameter bias greater than 10%. A comprehensive evaluation of model fit was not conducted in their study. Gu et al. only cautioned that under certain conditions, model fit indices might suggest a unidimensional model, but bias may be substantial.

Finally, relevant from Xia’s (2018) study include findings related to an examination of model fit, particularly concerning the performance of the model selection indices AIC and BIC in relation to selecting the true bifactor model. Similar to Gu et al. (2017), model-data fit in Xia’s study was assessed for the structural model and not the measurement model. When the bifactor model was the true model, the percentages of AIC and BIC values were at or close to 0% in selecting the bifactor model, indicating
these indices rarely if ever selected the correct bifactor model. Xia did not report which model these indices favored. Similar findings were reported from Morgan et al., (2015) in their examination of model-data fit between the correlated-factors models, higher-order model, and bifactor model. Under certain conditions, they reported BIC performed poorly in selecting the true bifactor model. Additionally, in Xia's study, when the unidimensional model was fit to data generated from the bifactor model, in certain conditions, model fit indices indicated adequate fit for the unidimensional model. In an unbalanced condition where the ratio of positively worded items to negatively worded items was 7:3, and an ECV of 0.80, Xia reported CFI values were satisfactory in 98% of solutions, TLI was satisfactory in 85% of solutions, RMSEA was satisfactory in 95% of solutions, and SRMR was 100% satisfactory. Furthermore, Xia reported the chi-square statistic performed satisfactorily across all conditions in which the unidimensional model was fit to data generated from a bifactor model, rejecting this model in 100% of conditions.

Results from Reise, Scheines, et al. (2013), Gu et al. (2017), and Xia (2018) suggest that the relationship between conventional model fit indices and indices of general factor strength in the bifactor model is inconsistent. Results from these studies regarding the general factor strength indices and their potential relationship to standard CFA/SEM model fit indices suggests that model fit indices, in the traditional sense, are unreliable as a direct indicator of parameter bias when a misspecified unidimensional model is fit to the data. Additionally, while Reise, Scheines et al. reported a strong, positive correlation between ECV and CFI, Gu et al. reported a more inconsistent relationship between ECV and CFI, as ECV values of 0.89 and 0.33 in their study were
both associated with CFI values that exceeded 0.95. Finally, results from Xia, indicated that AIC and BIC are perhaps not reliable indices in selecting a true bifactor model in the context of item wording method effects. However, both Gu et al. and Xia only assessed model-data fit from the structural model. A more thorough investigation is needed, particularly concerning comparisons between the bifactor model and unidimensional model in fit indices obtained for the CFA measurement model, as this is where decisions are made regarding an instrument's potential unidimensional structure.

**Context of the Current Study**

In recent years, the application of bifactor models to model item wording method effects appears to have become standard in practice (e.g., e.g., Alessandri et al., 2015; Hyland et al., 2014; Hystad & Johnsen, 2020; Marsh et al., 2010; McKay, Morgan, et al., 2015; Salerno et al., 2017). However, as indicated by several simulation studies, model fit indices may be biased towards selecting a bifactor model, indicating the bifactor model may overfit the data (e.g., Bonifay & Cai, 2017; Greene et al., 2019; Morgan et al., 2015; Murry & Johnson, 2013). In a recent applied study, Reise et al. (2016) extended similar findings in the context of item wording method effects. Specifically, Reise et al. examined item responses obtained from the Rosenberg Self-Esteem Scale in a large national database. In recognizing that the inclusion of both positively and negatively worded items often leads to questions regarding the instrument's dimensionality, Reise et al. examined the relationship between response patterns and model fit. Specifically, they applied iteratively reweighted least squares (IRLS) estimation in order to estimate an individual's response pattern congruence with (or distance to) a proposed model structure. The authors examined the unidimensional model, the correlated-factors model, and the
bifactor model. Results suggested the bifactor model, with one general factor and two method factors, provided the best fit to the overall data compared to a unidimensional model and a correlated-factors models with factors defined by the item wording direction. However, in evaluating individual response pattern congruence with the various model structures, Reise et al. found that for 86% of individuals, their response patterns were adequately modeled by the unidimensional model, 3% were adequately modeled by the bifactor model, and 11% had response patterns that were determined to not follow a specified model. Reise et al. described these 11% of responses as "unmodelable." Despite the fact that the bifactor model showed the best fit overall, only 3% of data patterns were congruent with this model structure, while an overwhelming majority of response patterns followed a unidimensional structure. The study results confirm Bonifay & Cai’s (2017) findings that the bifactor model is better able to accommodate more diverse, and perhaps random, response patterns. However, in Reise et al.’s study, the application of model-based indices derived from the bifactor model provided critical information. Reise et al. found an ECV of 0.80 and an omega hierarchical of 0.84, indicating that a strong majority of the variance was attributable to the general factor, and the data were likely essentially unidimensional. Furthermore, they concluded that a unidimensional scoring strategy can be employed, and the unidimensional model can be used as the measurement model in a full SEM analysis. In other words, the intended use of the RSES as a unidimensional scale with total scores as representations of global self-esteem was confirmed. Such conclusions cannot be made based solely on standard model fit statistics, as model fit in Reise et al.’s study favored the bifactor model.
More recent applications of the bifactor model in the context of item wording method effects have seen an increased use of the bifactor model-based indices to reach decisions regarding how best to model and treat the data from instruments potentially contaminated by item wording method effects. However, the degree to which these indices are applied has varied. For example, some researchers have only utilized ECV (e.g., Rodrigo et al., 2019; Urban et al., 2014), while others have taken a more comprehensive approach, similar to Reise et al. (2016), and considered ECV and the omega reliability indices (e.g., Arias & Arias, 2017; Gnambs & Staufenbiel, 2018; Hystad & Johnsen, 2020; McKay, Cole, et al., 2015; McKay, Morgan, et al., 2015; Salerno et al., 2017). Furthermore, PUC has not been a factor considered across most studies utilizing ECV and/or omegaH in the context of item wording method effects.

In an investigation of the structure of the General Heath Questionnaire (GHQ-12), a 12-item balanced scale, Rodrigo et al. (2019) relied on model fit of the bifactor model, inspection of factor loadings, and an obtained ECV of 0.524 to arrive at the conclusion that the method factors associated with the positively and negatively worded items were severe enough that the bifactor model was needed as the measurement model in subsequent SEM analyses, as opposed to treating the data as essentially unidimensional and fitting a unidimensional CFA model. In contrast, Hystad and Johnsen (2020) in another study of the GHQ-12, reported an ECV of 0.547 and an omega hierarchical for the general factor of 0.598. Despite obtaining similar ECVs, Hystad and Johnsen reached a different conclusion than Rodrigo et al. They concluded that while the GHQ-12 is not strictly unidimensional, ignoring the multidimensionality introduced by the method
factors would likely to lead to minimal bias in a global composite score (i.e., the scale may be treated as unidimensional).

Another example comes from a study examining the dimensionality of the Consideration for Future Consequences Scale (CFCS), a 12-item instrument containing five positively worded items and seven negatively worded items. McKay, Morgan, et al. (2015) administered the CFCS across two samples. They concluded the bifactor model with two method factors representing the item directionality best fit the data. In Sample 1, they reported an ECV of 0.58 and an omegaH of 0.57 for the general factor. In Sample 2, they reported an ECV of 0.73 and an omegaH of 0.69 for the general factor. Despite the difference in magnitude of the reported model-based indices across the samples, McKay, Morgan, et al. concluded that the CFCS is essentially unidimensional, and that scores on the CFCS can be obtained through a unidimensional scoring scheme by summing the 12-items.

Across the three studies reviewed, PUC was not considered as part of the analysis. As a balanced scale with 12 items, the GHQ-12 has a PUC of 0.54, while the CFCS is an unbalanced scale with five positively worded items and seven negatively worded items. This represents a PUC of 0.53. Both scales have what may be considered low PUC (i.e., Bonifay et al., 2015; Reise, Scheines, et al., 2013). In Bonifay et al.'s (2015) study, ECV needed to be at least 0.70 for acceptable bias when PUC was 0.52. Based on this threshold, neither study investigating the GHQ-12 met the threshold, despite claims from Hystad and Johnsen (2020) that a unidimensional model could be utilized. The results from Sample 2 in McKay, Morgan, et al.'s (2015) investigation of the CFCS met the 0.70 threshold. Clearly, more research is needed to help provide guidance to applied
researchers utilizing bifactor models in the context of item wording method effects, particularly in contexts of low PUC.

**Purpose of the Current Study**

As the use of bifactor models and the model-based indices derived from this model becomes more utilized in practice, an examination of the functioning of the indices proposed as indicators of essential unidimensionality across a variety of conditions in needed. Specifically, an extension of Reise, Scheines, et al.’s (2013) study examining the relationship between omegaH, ECV, and PUC and parameter bias in the context of item wording method effects is needed.

Thus far, simulation studies examining omegaH, ECV, and PUC have done so under limited and/or ideal conditions. The purpose of the current study was to conduct a comprehensive simulation study that included many of the data characteristics encountered by researchers investigating item wording method effects. For example, Reise, Scheines, et al. (2013) and Bonifay et al. (2015) only considered balanced specific factors in their studies. Balanced, in this context, refers the number of items as well as the size of the factor loadings on the specific factors. Gu et al. (2017) did consider unbalanced specific factors in that the ratio of positively to negatively worded items varied such that in some conditions there were more positively worded items (i.e., the negatively worded item method factor was smaller). However, Gu et al. only considered one specification of the bifactor model, a modified bifactor or the bifactor-(S-1), where only one specific factor is included. In practice, when researchers identify a bifactor model as fitting data containing item wording method effects related to both positively and negatively worded items, it is common to find varying degrees of strength related to
the method factors. Table 2.1 below highlights the average standardized loadings for the general factor, the positive item method factor, and the negative item method factor across a sample of studies that have utilized the bifactor model. As shown in this table, the strength of the wording factors can vary both between and within instruments. For example, Michaelides et al. (2016), in a study investigating the RSES, reported relatively balanced, moderate average loadings between the positive and negative wording method factors. In contrast, Urban et al. (2014), also in a study investigating the RSES reported average loadings across the negative item wording method factor that were more substantial compared to the positive item wording factor.

Table 2.1 Average Standardized Factor Loadings from Select Studies Utilizing a Bifactor Model in the Context of Item Wording Method Effects

<table>
<thead>
<tr>
<th>Instrument/Scale</th>
<th>Study Reference</th>
<th>General Factor</th>
<th>Positive Wording Method Factor</th>
<th>Negative Wording Method Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSES</td>
<td>Michaelides et al. (2016)</td>
<td>.627</td>
<td>.463</td>
<td>.425</td>
</tr>
<tr>
<td>RSES</td>
<td>McKay et al. (2014)</td>
<td>.582</td>
<td>.196</td>
<td>.376</td>
</tr>
<tr>
<td>RSES</td>
<td>Urban et al. (2014)</td>
<td>.562</td>
<td>.323</td>
<td>.524</td>
</tr>
<tr>
<td>RSES</td>
<td>Xu &amp; Leung (2016)</td>
<td>.533</td>
<td>.245</td>
<td>.393</td>
</tr>
<tr>
<td>GHQ-12</td>
<td>Hystad &amp; Johnsen (2020)</td>
<td>.408</td>
<td>.275</td>
<td>.398</td>
</tr>
</tbody>
</table>

Note. RSES = Rosenberg Self-Esteem Scale; GHQ-12 = General Health Questionnaire-12

In a balanced condition, in which the standardized loading values are equivalent between the specific factors, the variance explained by these factors is evenly partitioned between the two factors. When the loading patterns become unbalanced, the variance
explained by the specific factors also becomes unbalanced, with one specific factor explaining more variance in a subset of items compared to the other. This uneven partitioning of the variance within the specific factors could impact the values of both ECV and omegaH that suggest parameter bias is minimal when data is fit to a unidimensional model is fit.

A second consideration for the current study included item distributional characteristics. In describing the differential response patterns that can arise when both positively and negatively items are included in an instrument, Spector et al. (1997) noted that this can manifest in the data as skewed item distributions, which in turn, can lead to the finding that a two-factor model with the factors defined by the item wording, fits the data. Spector et al. cautioned against the substantive interpretation of these so-called "pseudo-factors," implying that they are artifacts of the data. Since the application of bifactor models in the context of item wording effects has become more standard, the (mis)interpretation of method effects as separate, substantive factors has become less of a concern, however, researchers still encounter non-normally distributed data. For example, several researchers have reported violations of normality across items (e.g., Alessandri et al., 2015; Hazlett-Stevens et al., 2004; Salerno et al., 2017), with some reporting more severe violations of normality for the negatively worded items (e.g., Michaelides et al., 2016; Rodrigo et al., 2019). How this additional model complexity impacts the efficiency of ECV, omegaH, and PUC, and the subsequent parameter bias associated with fitting a unidimensional model has not been examined.

A third consideration for the current study was the role of the percentage of uncontaminated correlations (PUC) in the context of item wording method effects. The
PUC index refers to the percent of item correlations that only reflect variance from the general factor (i.e., the correlations between items from different specific factors). PUC is a way of quantifying the data's structure, as a structure with more specific factors, and fewer items contained within these specific factors, will have a higher PUC. In other words, fewer items are contaminated by both general and specific factor variance. The findings from Reise, Scheines, et al. (2013) and Bonifay et al. (2015) indicated that PUC plays an important role in relation to ECV. Both studies found that in conditions in which PUC was high, the value of ECV becomes less important, as low ECV values (as low as .20) were associated with minimal bias in parameter estimates. This indicates that as data becomes more "unidimensional" with fewer contaminated item correlations, the strength of the general factor in relation to the specific factors becomes less important. Findings from both studies suggested that when PUC is "low," ECV needs to be "high." How "low" is low for PUC and how "high" is high for ECV is unclear. "High" PUC in both studies were PUC values in excess of 0.90, a condition unlikely to be met in the context of a bifactor model with two item wording method effects. There are, however, two situations that alter the PUC in the context of item wording method effects. One concerns the number of negatively worded items included in an instrument. While the use of balanced scales (i.e., scales containing an equal number of positively and negatively worded items) is common, one of the recommendations from Gu et al. (2017) for researchers concerned with the impact of item wording method effects was to reduce the number of negatively worded items included in an instrument. This type of unbalanced item composition will alter the PUC. A second situation concerns the composition of the item wording method factors. It is common for researchers to find items that do not have
significant loadings on the specific factors. This is often found with some items related to the positively worded item method factor. In this situation, researchers often remove these items from loading on the specific factor associated with the positive item wording factor (e.g., Alessandri et al., 2015; Michaelides et al., 2016; Reise et al., 2016; Urban et al., 2014). This modification also alters the data structure, and, in turn, the PUC.

Finally, a fourth consideration is that of model-data fit. Results from Reise, Scheines, et al. (2013), Gu et al. (2017), and Xia (2018) indicated that model fit indices obtained from the unidimensional model will reach adequate levels (based on suggested cutoff values of Hu & Bentler, 1998, 1999) when fit to data generated from a bifactor model. A bifactor model will always show better fit compared to a unidimensional model, given its model complexity (Reise et al., 2016). However, as shown by Gu et al. there are certain conditions in which both the bifactor and unidimensional model may reach acceptable levels of fit (per the recommendations of Hu and Bentler, 1998, 1999). Perhaps the better question is to what degree does the bifactor model fit better under certain conditions? One way to examine this is by recognizing the nested structure of the unidimensional and bifactor model. As noted by Reise (2012), the bifactor model and unidimensional model form a nested structure, with the unidimensional model nested within the bifactor model. In an investigation between the higher-order model and bifactor model (models that also form a nested structure), Gignac (2016) reported that examining the practical change in TLI, AIC, and BIC was informative, as these model fit indices include a greater penalty for model complexity compared to either CFI or RMSEA. Gignac found that the degree to which a bifactor model would show better fit compared to a higher-order model was related to the degree to which the proportionality
constraint imposed by the higher-order model was violated. The proportionality constraint refers to a condition in which the factor loading ratios \( \frac{g}{s} \) between the general factor and specific factors are constrained to be equal within each group-level factor in a higher-order model (Gignac, 2016). Put differently, the general and specific factor variance associated with indicators must be proportional within each group-level factor in a higher-order model (Gignac, 2016). The bifactor model does not impose such constraints between the general and specific factors. Gignac found strong, linear relationships related to the degree with which the proportionality constraint was violated and the magnitude in difference between TLI, AIC, and BIC (favoring the bifactor model). Applying this concept within the context of comparing unidimensional and bifactor models, the degree of misspecification between these models is a function of ECV (Reise, Scheines, et al., 2013). That is, as the explained common variance associated with the general factor becomes stronger, the more "unidimensional" the data. Examining this factor per the procedures of Gignac might provide more information regarding the relationship between approximate model fit indices and general factor strength indices, specifically ECV and PUC as these indices are considered statistics of unidimensionality. Additionally, Xia's (2018) findings indicated the model selection indices AIC and BIC did not perform well in identifying the (true) bifactor model, although no information was provided about which model was preferred in this context. Therefore, a more thorough examination of these indices is needed.

Recognizing that it is standard practice for researchers utilizing SEM to first assess the fit and specification of the measurement model prior to the structural model, the current study examined the bias in fitting a unidimensional measurement model to
multidimensional data generated from a bifactor model. Specifically, this study replicated similar procedures to Bonifay et al. (2015) in investigating the bias in estimated factor loadings of the general factor in a bifactor model when data is fit to a misspecified unidimensional measurement model. To examine the use of ECV, omegaH, and PUC in the context of a bifactor model with specific factors related to item wording method effects, this study incorporated several conditions frequently encountered by researchers including unbalanced specific factors, varying item distributional characteristics, and the role of varying degrees of PUC in this context. This study also included an evaluation of model fit statistics, comparing model fit values of the true bifactor model and the misspecified unidimensional model. As ECV and PUC are considered more direct indices of unidimensionality, the relationship between model fit indices, ECV, and PUC was examined. Results from this study were designed to assist applied researchers utilizing unidimensional scales that may be impacted by item wording method effects by providing guidance on how bifactor models, and select model-based indices, can be used to reach decisions on when the item wording method effects can be ignored with negligible bias.
CHAPTER 3

METHOD

The use of bifactor models to model data obtained from unidimensional scales potentially contaminated by method effects due to item wording has been frequently found in practice (e.g., Alessandri et al., 2015; Gana et al., 2013; Hyland et al., 2014; Hystad & Johnsen, 2020; Marsh et al., 2010; McKay, Morgan, et al., 2015; Salerno et al., 2017). With a bifactor model, a researcher can conduct a psychometric evaluation of an instrument's properties by applying several recommended model-based indices. The indices evaluate the strength of the general factor in relation to the specific (method) factors and assess the applicability for utilizing a unidimensional measurement model and an overall composite score in the context of multidimensionality. In this context, bifactor models, and subsequent model-derived indices, can be used to establish when data can be treated as "essentially unidimensional."

Following the procedures of Reise, Scheines, et al. (2013), Bonifay et al. (2015), and Gu et al. (2017), a simulation study was conducted to investigate data generated from a bifactor model but fit to a unidimensional model. This purposefully modeled a misspecified structure that ignored the method factors. The purpose of this study was twofold. First, this study examined the relationship between the general factor strength model-based indices derived from a bifactor model, explained common variance (ECV), omega hierarchical (omegaH), and the percent of uncontaminated correlations (PUC), and parameter bias when data were fit to a misspecified unidimensional model. Taken
together, ECV, omegaH, and PUC can be used to assess when bifactor data can be treated as essentially unidimensional. Both ECV and PUC are considered unidimensional statistics in the sense that ECV provides an assessment of the general factor strength by providing the percentage of variance explained by the general factor compared to the specific factors (Reise, 2012; Rodriguez et al., 2016b). PUC is a way of quantifying a data's structure that follows a bifactor model. Higher PUC values indicate fewer items are contaminated by both general and specific factor variance, and that the data follow a more "unidimensional" structure (Reise, Scheines, et al., 2013; Rodriguez et al., 2016a, 2016b). While omegaH is not considered a direct indicator of unidimensionality, it is useful in the sense that it assesses the reliable variance in observed, unit-weighted composite scores that is due to only the general factor (i.e., the construct of interest; Rodriguez et al., 2016a, 2016b). The higher the omegaH, the more likely scores represent variation in the general construct. Traditionally, "unidimensionality," within the CFA framework is assessed by evaluating a unidimensional measurement model by examining its model-data fit via model fit statistics. Therefore, the second purpose of this study was to examine the relationship between select model fit indices and ECV and PUC, as these model-based indices are thought to represent unidimensionality.

Specifically, this study utilized a Monte Carlo simulation study. Monte Carlo simulation studies are frequently used within SEM to investigate bias in estimated parameters, standard errors, and model fit under a variety of controlled conditions in which assumptions may be violated, including sample size, normality, model size, categorical vs. continuous variables, and model misspecification (Bandalos & Leite, 2013; Bandalos & Gagne, 2012; Paxton et al., 2001). In a Monte Carlo simulation,
repeated samples are estimated from a known population model, thereby creating a
known sampling distribution (Paxton et al., 2001). Results are then aggregated across the
samples to investigate potential bias in parameters, standard errors, and/or model fit
(Bandalos & Leite, 2013).

Monte Carlo simulation studies may be preferred over other simulation
techniques, such as a population study, in that the impact of sampling variability and the
stability of parameter estimates can be investigated (Bandalos & Leite, 2013). Further,
simulations are useful to the extent that the conditions included are representative of the
conditions encountered with real data (Bandalos & Leite, 2013). This requires a
researcher to balance generalizability and feasibility regarding the conditions to include
in a study (Bandalos & Gagne, 2012). Overall, Monte Carlo simulation studies provide
both methodological and applied researchers with guidance for how to treat data and
interpret results across a variety of conditions, which may often be complex and/or
"suboptimal" (Bandalos & Gagne, 2012).

Population Model

The population model used in this study was a bifactor model with one general
factor and two specific factors. The model was specified such that the general factor
represented the construct of interest and the specific factors represented method factors or
nuisance factors unrelated to the general factor, but which were set to vary in strength and
contaminating effect with measuring the general factor. The population bifactor model
met both assumptions of a restricted bifactor model. Specifically, all items had non-zero
loadings on the general factor and only one specific factor, either a specific factor
representing the positively worded item method factor or the negatively worded item method factor. All other loadings were to zero (i.e., no cross loadings).

All latent factors were specified to be orthogonal. While orthogonality is required between the general and specific factors in a bifactor model, it is only recommended (and not required) between specific factors (Reise, 2012). Some researchers utilizing bifactor models in the context of item wording method effects have considered correlations between the specific factors (e.g., positively and negatively worded item method factors; Donnellan et al., 2016; Lindwall et al., 2012; Quilty et al., 2006; Rodrigo et al., 2019). However, researchers have cautioned against this modeling strategy noting both issues in model interpretability and applicability (i.e., Reise, 2012). Furthermore, interpretation of the bifactor model-derived indices (ECV, omegaH, and PUC) require these factors to be orthogonal (Canivez, 2016; Bonifay et al., 2015; Gignac & Watkins, 2013).

The population model consisted of 12 items. A 12-item model was selected because this represents, approximately, the typical length found with instruments designed to be unidimensional scales that contain both positively and negatively worded items. While the Rosenberg-Self Esteem Scale (RSES; Rosenberg, 1965) is a 10-item instrument, the General Heath Questionnaire-12 (GHQ-12; Goldberg & Williams, 1988), Consideration of Future Consequences Scale (CFC; Strathman et al., 1994), and the Core Self-Evaluation Scale (CSES; Judge et al., 2003) each consist of 12 items. Additionally, Gu et al.’s (2017) simulation study contained both a 12-item and an 18-item condition, with results consistent across both item-lengths. In the current study, while all 12 items loaded on the general factor across all conditions, the number of items loading on each
method (specific) factor varied as a function of the number of positive to negative items 
\((N_p:N_n)\) specified to load on their respective method factor (i.e., 6:6, 8:4, 3:6).

**Data Generation**

All data were generated and analyzed using the *Mplus* software package (v8.7; Muthen & Muthen, 1998-2017). Sample code is presented in Appendix A. Simulated conditions consisted of a sample size of 500. The bifactor model represents a highly complex model, with multiple factor loadings estimated per item. In the current study, the most complex model estimated was a bifactor model in which each item loaded on both a general factor and one of two method factors. In this model, 36 parameters were estimated (12 factor loadings on the general factor, 12 factor loadings across two method factors, 12 error components). In considering the appropriate sample size, Kline (2011) has noted a \(N:q\) (i.e., sample to size to number of estimated parameters) ratio of 20:1 is ideal, with a ratio of 10:1 considered as a minimum threshold. Based on this recommendation, a sample size of 360 to 720 is appropriate for the current study. A sample size of 500 was selected because it is representative of the sample size frequently used with applied studies investigating item wording method effects. Additionally, recent studies have suggested that a minimum sample size of 500 is sufficient for model convergence and parameter estimates for a bifactor model (Bader et al., 2022). Finally, Gu et al. (2017) reported similar bias levels in estimated structural coefficients from a misspecified unidimensional model across sample sizes of 500 and 1,000.

Five-point ordered categorical data were generated and categorized through the application of threshold values. Five categories were chosen because this is representative of the response scale (i.e., Likert scale) employed by many of the unidimensional scales.
that include both positively and negatively worded items. Additionally, when categorical data contain five categories or more, data can be treated as continuous and estimated via maximum likelihood (ML; Rhemtulla et al., 2012).

In categorical variable methodology (CVM), it is assumed each observed categorical indicator is associated with a latent response variable that is continuous and normally distributed (Finney & DiStefano, 2013; Kline, 2011). This underlying latent response variable ($y^*$) is then linked to the observed categorical variable ($y$) by way of a threshold. Thresholds are the point at which the underlying continuous latent response variable is divided into categories (Finney & DiStefano, 2013). A total of $c-1$ thresholds are needed, where $c$ is the number of response categories. As this study utilized a five-point response scale, a total of four thresholds were needed. Discretizing or cutting the continuous underlying latent distribution by applying thresholds to generate desired observed item level distributions is a frequently applied technique in simulation studies (e.g., DiStefano, 2002; DiStefano & Morgan, 2014; Flora & Curran, 2004; Maydeu-Olivares, 2017; Rhemtulla et al., 2012).

In this study, item distributions were varied to include both normal and non-normal distributions. Reports of normality violations across empirical studies investigating item wording method effects are mixed. While some have reported more general violations of normality and multivariate normality (e.g., Alessandri et al., 2015; Hazlett-Stevens et al., 2004; Salerno et al., 2017), others have reported normality violations to a larger degree across the negatively worded items (e.g., Michaelides et al., 2016; Rodrigo et al., 2019). To examine the impact of varying item distributional characteristics, this study incorporated two conditions, one in which all items were
normally distributed, and another in which the negatively worded items were non-normally distributed. Introducing non-normality into the model adds an additional layer of model complexity, in addition to misspecification with the unidimensional model. Some simulation studies have found that even under robust estimation methods, model fit, parameter estimates, and standard errors can be biased in certain conditions if both model misspecification and non-normality are present (e.g., Curran et al., 1996; Lai, 2018). Within CFA research, researchers report that when univariate skewness and kurtosis approach extreme levels (e.g., values absolute values in excess of 2.0 and 7.0, respectively), issues may arise when using ML-based estimation (Curran et al., 1996; Finney & DiStefano, 2013; Rhemtulla et al., 2012). To simulate data from both normal and non-normal item distributions, threshold values were applied to generate normally distributed data with approximate skewness and kurtosis values of zero (i.e., Rhemtulla et al., 2012), and non-normally distributed data across the negatively worded items with approximate skewness of -3.0 and kurtosis of 7.0. Similar values have been used or reported to demonstrate extreme levels of non-normality across a number of studies (e.g., DiStefano & Morgan, 2014; Hoogland & Boomsma, 1998)

**Number of Items per Method Factor**

Both Reise, Scheines, et al. (2013) and Bonifay et al. (2015) noted the importance of PUC in moderating the effect of ECV in indicating when bifactor data can be treated as unidimensional. PUC is impacted by both the number of specific factors and the number of items contained within each specific factor. Three conditions were included related to the number of items specified to load across the two method factors. These conditions were included to represent both the design of the instruments applied in the
research and model irregularities found in applied studies using bifactor models to model item wording method effects. Each of these conditions generated different PUC values. One condition was simulated to represent a balanced scale. The balanced scale included an equal number of positively and negatively worded items (6:6), with each item loading on their respective method factor. Utilizing Equation 13 presented in Chapter 2, this condition represented a PUC value 0.54, indicating that 54% of the item correlations were not contaminated by the method factors.

A second design related condition that directly impacts the PUC occurs when fewer negatively worded items are included in an instrument. In this condition, eight items represented the positively worded items and four items represented the negatively worded items (8:4). This condition represented a PUC value of 0.48, indicating that 48% of the item correlations were not contaminated by the method factors.

A third condition was selected to represent a common finding across studies analyzing bifactor models in the context of item wording method effects. Several studies have reported irregularities in the composition of method factors in that not all items load significantly on their respective method factor. This is most frequently associated with the positively worded item method factor (e.g., Alessandri et al., 2015; Michaelides et al., 2016; Reise et al., 2016; Urban et al., 2014). As such, a third condition was simulated to replicate this finding. In this condition, three items loaded on the positively worded item method factor and six items loaded on the negatively worded item method factor (3:6). This resulted in a PUC value of 0.73, indicating that 73% of item correlations were not contaminated by the method factors. In summary, three conditions were included that represented the composition of specific method factors encountered in applied research.
In turn, these conditions generated the following PUC values for investigation: 0.54, 0.48, and 0.73.

**Loading Values and Patterns**

Item loading values and patterns were selected to reflect values typically found when bifactor models are applied in the context of item wording method effects. Loading values were also varied as these values directly influence the values of ECV and omega hierarchical. In both the Reise, Schienes et al. (2013) and Bonifay et al. (2015) research studies, factor loadings were specified to be equal across all specific factors. This condition does not generalize to situations frequently found when investigating item wording method effects. As shown in Table 2.1 in Chapter 2, researchers investigating item wording method effects often find variations or unbalanced patterns of item loadings between the method factors. As such, this study incorporated an unbalanced factor loading pattern to examine its effect.

In the current study, standardized item loading values of 0.7, 0.5, and 0.3 were varied across loading patterns. These values were selected to represent strong, moderate, and weak loading values. These loading values have also been used to establish varying degrees of unidimensionality (or multidimensionality) in related studies examining bifactor models (i.e., Liu & Thompson, 2021). Standardized loading values of 0.7 and 0.5 were varied across the general factor, while 0.5 and 0.3 were varied across the method factors. The reason for this was twofold. First, 0.7 is not included as a method factor loading following the recommendation of Reise, Scheines, et al. (2013) who noted computational issues when communalities become too high. Second, loading values of 0.5 and 0.3 were selected for the method factors as these approximate typical values.
found in applied studies. Additionally, Reise, Scheines, et al. noted that any item set with average loadings less than 0.3 is not worth considering. In the balanced condition, the factor loading values were equal across both method factors. This was similar to the method employed by both Bonifay et al. (2015) and Reise, Scheines, et al. The unbalanced conditions were simulated such that the loadings on the method factors were unbalanced, with the positively worded items loading 0.3 on its associated method factor and the negatively worded items loading 0.5 on its associated method factor. This condition was selected recognizing that when this unbalanced pattern occurs, the "stronger" method factor is most often associated with negatively worded items (e.g., Hystad & Johnsen, 2020; McKay et al., 2014; Urban et al., 2014; Xu et al., 2016).

Tables 3.1 and 3.2 below detail the loading value patterns and the population ECV (Table 3.1) and omegaH (Table 3.2) values associated with these patterns. ECV and omegaH were calculated using the population standardized loading values via Equations 9 and 12 presented in Chapter 2. Also shown in Tables 3.1 and 3.2 is the effect of PUC, in that the values may change as a result of the data's structure (i.e., the number of items per method factor).

**Table 3.1 Factor Loading Patterns and Explained Common Variance (ECV) Values**

<table>
<thead>
<tr>
<th>Condition</th>
<th>General Factor Loading</th>
<th>Positive Factor Loading</th>
<th>Negative Factor Loading</th>
<th>ECV (6:6)</th>
<th>ECV (8:4)</th>
<th>ECV (3:6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced</td>
<td>0.7</td>
<td>0.3</td>
<td>0.3</td>
<td>0.84</td>
<td>0.84</td>
<td>0.88</td>
</tr>
<tr>
<td>Balanced</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
<td>0.66</td>
<td>0.66</td>
<td>0.72</td>
</tr>
<tr>
<td>Balanced</td>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.74</td>
<td>0.74</td>
<td>0.79</td>
</tr>
<tr>
<td>Balanced</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.50</td>
<td>0.50</td>
<td>0.57</td>
</tr>
<tr>
<td>Unbalanced</td>
<td>0.7</td>
<td>0.3</td>
<td>0.5</td>
<td>0.74</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>Unbalanced</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.60</td>
<td>0.64</td>
<td>0.63</td>
</tr>
</tbody>
</table>
Table 3.2 Factor Loading Patterns and Omega Hierarchical (OmegaH) Values

<table>
<thead>
<tr>
<th>Condition</th>
<th>General Factor Loading</th>
<th>Positive Factor Loading</th>
<th>Negative Factor Loading</th>
<th>OmegaH (6:6)</th>
<th>OmegaH (8:4)</th>
<th>OmegaH (3:6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced</td>
<td>0.7</td>
<td>0.3</td>
<td>0.3</td>
<td>0.86</td>
<td>0.85</td>
<td>0.88</td>
</tr>
<tr>
<td>Balanced</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
<td>0.77</td>
<td>0.75</td>
<td>0.82</td>
</tr>
<tr>
<td>Balanced</td>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.71</td>
<td>0.70</td>
<td>0.75</td>
</tr>
<tr>
<td>Balanced</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.60</td>
<td>0.58</td>
<td>0.67</td>
</tr>
<tr>
<td>Unbalanced</td>
<td>0.7</td>
<td>0.3</td>
<td>0.5</td>
<td>0.81</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>Unbalanced</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.65</td>
<td>0.68</td>
<td>0.68</td>
</tr>
</tbody>
</table>

In summary, this study included six factor loading value patterns, four patterns associated with a balanced condition and two patterns associated with an unbalanced condition. The combination of both the general and method factor loadings represents the degree of unidimensionality present in the data. The "strongest" unidimensional structure for the bifactor model occurred when general factor loadings were 0.7 and group loadings were 0.3, while the weakest unidimensional structure (or more bifactor/multidimensional), occurred when general factor loadings were 0.5 and method factor loadings were 0.5.

**Estimated Models**

Two levels of model misspecification (a correctly specified bifactor model and a misspecified unidimensional model) were implemented to assess the utility of using the model-based indices in identifying essentially unidimensional models in the context of item wording method effects. When scales designed to be unidimensional contain both positively and negatively worded items, researchers nearly always find that a unidimensional measurement model does not fit the data. The bifactor model, with a general factor that influences all items, but which may contain smaller, additional specific factors that influence a subset of items related by content or item features, may provide a
more realistic or accurate view of unidimensionality in this context (Reise et al., 2010). In finding the bifactor model best models data containing item wording method effects, some researchers have concluded that a unidimensional representation and treatment of the data obtained from such instrument is inappropriate and would lead to potentially biased conclusions (e.g., Alessandri et al., 2015; Gana et al., 2013; Marsh et al., 2010). However, clarity regarding such conclusions can be provided by applying the recommended model-based indices from a bifactor model. Findings from Reise, Scheines, et al. (2013), Bonifay et al. (2015), and Gu et al. (2017) have shown that under certain conditions, utilizing a unidimensional model, and subsequent composite scores, results in minimal bias. This is related to the strength of the general factor in relation to the specific factors in a bifactor model. Therefore, following the procedures of these studies, the current study simulated data from a bifactor model (i.e., the true model) and then fit the data to a misspecified unidimensional model to examine the biasing effect. Effectively, this view of the data assessed the impact of ignoring the item wording method effect. Specifically, bias in estimated factor loadings when a misspecified unidimensional model was fit to the data were examined. Additionally, an evaluation of model fit indices and their relationship to ECV and PUC were investigated.

**Estimator**

All models were estimated using the MLMV (maximum likelihood with mean and variance adjusted) estimator available in the *Mplus* software package (v8.7; Muthen & Muthen, 1998-2017). Maximum likelihood (ML) is a popular estimator for many researchers, however its assumptions of continuous, multivariate normal data present challenges as data analyzed in the CFA/SEM framework are often categorical in nature.
Under conditions of non-normality, the ML-based chi-square statistic ($\chi^2$) will be biased, even when the model is correctly specified, however the use of ML with a robust correction will yield unbiased standard errors and fit statistics (Curran et al., 1996; Finney & DiStefano, 2013).

As such, all models in this study were estimated using the MLMV estimator, as this produces a chi-square statistic that is both mean and variance adjusted. While several ML-based estimators with a robust correction are available within Mplus (e.g., MLM, MLR), MLMV has been shown to perform best under conditions of non-normality, yielding more accurate standard errors and Type I error rates (Maydeu-Olivares, 2017). The MLMV estimator uses a corrected chi-square statistic that is a variant of the Satorra-Bentler (SB) scaled chi-square statistic (Maydeu-Olivares, 2017). Consequently, approximate fit indices that include the model chi-square statistic as part of its calculation also incorporate the adjusted chi-square (i.e., CFI, TLI; Finney & DiStefano, 2013).

**Summary of Study Conditions**

The population bifactor model and design factors were selected to replicate typical models and conditions found with unidimensional scales that contain both positively and negatively worded items. Design factors held constant included the total number of items, sample size, and response scale format. Manipulated factors included the number of items per specific (method) factor (3 conditions), item loading values and patterns between the method factors and the general factor (6 conditions), and item-level distributions (2 conditions). Varying the number of items per method factor and the item loading values is directly related to the values of ECV, omegaH, and PUC, as this
information is used to calculate these statistics. Varying these design factors in turn

generated a variety of ECV, omegaH, and PUC values used for investigation.

Table 3.3 below summarizes the conditions used in this study. Factor variances of latent

variables were set to 1.0 for identification.

**Table 3.3 Summary of Design Factors**

<table>
<thead>
<tr>
<th>Design Factor</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Items per Method Factor (N_p;N_n)</td>
<td>6:6; 8:4; 3:6</td>
</tr>
<tr>
<td>Factor Loading Patterns</td>
<td></td>
</tr>
<tr>
<td>General Factor</td>
<td>0.7 or 0.5</td>
</tr>
<tr>
<td>Method Factors (Balanced/Unbalanced)</td>
<td>0.5 or 0.3</td>
</tr>
<tr>
<td>Item Distribution</td>
<td>All items normal (Sk = 0, Ku = 0) Negative items non-normal (Sk = -3, Ku = 7)</td>
</tr>
<tr>
<td>Model Misspecification</td>
<td>Correctly specified bifactor model, misspecified unidimensional model</td>
</tr>
</tbody>
</table>

*Note. Sk = skewness; Ku = kurtosis*

This simulation study consisted of a crossed design with 72 cells: 3 conditions related to the number of items per method factor (6:6, 8:4, 3:6) x 6 item loading values and patterns between the method factors and the general factor (0.7, 0.5 for the general factor; 0.5 or 0.3 for the method factors; four balanced and two unbalanced method factor conditions) x 2 item-level distributions (all normal; negative items non-normally distributed) x 2 model misspecification (correctly specified bifactor model, misspecified unidimensional model). One thousand replications were run for each cell.

**Study Outcomes and Analysis**

**Parameter Bias**

In their study examining ECV as an indicator for when data generated from a bifactor model can be treated as unidimensional, Bonifay et al. (2015) described the
population bifactor model as one in which only the general factor was of interest, noting that this allowed them to precisely define parameter bias as bias in factor loading estimates when data is fit to a unidimensional model. The current study employed a similar conceptualization. Parameter bias was defined as bias in factor loading estimates between the general factor in the bifactor model and the misspecified unidimensional model, essentially examining how well the unidimensional model recovered the general factor's structure from a bifactor model. To examine bias in factor loading estimates, the average factor loading estimates per replication were computed and compared to the population values. Next, the relative bias (RB) was assessed as the difference between the average values and population values (i.e., Bandalos & Leite, 2013; Rhemtulla et al., 2012).

\[ RB = \left( \frac{\bar{\theta}_{est} - \theta}{\theta} \right) * 100, \]  

(14)

where \( \bar{\theta}_{est} \) is the average estimated value of the parameter (i.e., standardized factor loading) across each replication of a cell, and \( \theta \) is the population or true value of the parameter. Positive relative bias indicates the parameter estimate has been overestimated, while negative relative bias indicates underestimation. Relative bias of \( |5\%| \) to \( |10\%| \) may be considered acceptable, while bias greater than \( |10\%| \) is considered more severe (Flora & Curran, 2004; Hoogland & Boomsma, 1998). The 10% relative bias threshold was also used in similar studies (i.e., Bonifay et al., 2015; Gu et al., 2017; Reise, Scheines, et al., 2013). Relative bias of the factor loading estimates from the unidimensional model were then compared to ECV, omegaH, and PUC values calculated from the population bifactor model to identify thresholds for when bias reached unacceptable levels relative to the values of the model-based indices.
Model Fit

In recognizing that CFA model selection, and therefore, dimensionality decisions in the context of item wording method effects, are based on examination of model fit indices, this study included an examination of model fit indices and the bifactor model-based indices considered as unidimensional statistics, ECV and PUC. Reise, Scheines, et al. (2013) offered the most comprehensive, although still limited, evaluation, finding that CFI was more strongly related to ECV ($r = 0.80$), compared to either RMSEA or SRMR. Findings from Gu et al. (2015) indicated that under certain conditions, both the bifactor model and unidimensional model showed acceptable levels of fit. Recognizing that the bifactor model will always fit better compared to a unidimensional model, this prompted the question, *to what degree does the bifactor model fit better?* To examine model-data fit between the bifactor model and the unidimensional model, this study included an examination of CFI, TLI, AIC, and BIC by assessing the degree of difference in fit between the two models (i.e., $\Delta$CFI, $\Delta$TLI, $\Delta$AIC, and $\Delta$BIC). The examination allowed the difference to be a function of both ECV and PUC, as both indices are considered statistics of unidimensionality.

As noted by Reise (2012), the bifactor model and unidimensional model form a nested structure, with the unidimensional model nested within the bifactor model. Therefore, the bifactor model and unidimensional model can be compared using nested model comparisons. One way to compare nested models is a likelihood ratio (LR) test comparing the obtained chi-square statistics between models. However, this test is also impacted by the same factors that influence the model-based chi-square (i.e., sensitive to sample size; Schermelleh-Engel et al., 2003; West et al., 2012). Additionally, when using
a ML-based estimator with a robust correction (i.e., MLMV), the traditional chi-square difference or LR test cannot be utilized (Schermelleh-Engel et al., 2003). As an alternative, an evaluation of change in approximate fit indices compared to a recommended cutoff criterion can be used (West et al., 2012). Gignac (2016) utilized such a procedure in a simulation study examining model-data fit between the higher-order model and the bifactor model.

Gignac (2016) examined practical change in TLI, AIC, and BIC between the higher-order model and the bifactor model as a function of violating the proportionality constraint imposed by the higher-order model. Gignac selected these fit indices as these indices impose a greater penalty for model complexity compared to either CFI or RMSEA. In other words, TLI, AIC, and BIC reward model parsimony to a greater extent than either CFI or RMSEA. As the unidimensional model is a more parsimonious model compared to the bifactor model, examination of these fit indices in this context is relevant.

The Tucker-Lewis Index (TLI), like CFI, is an incremental fit index, in that it assesses the improvement in model fit compared to a baseline model which assumes no relationship between indicators (DiStefano, 2016). TLI values $\geq .95$ are indicative of acceptable model fit (Hu & Bentler, 1999). Also known as the nonnormed fit index (NNFI), TLI considers both the degrees of freedom from the hypothesized and baseline model in its calculation, therefore more complex models are penalized by a downward adjustment (Schermelleh-Engel et al., 2003). This is seen in Equation 15, where the subscripts 0 and $k$ represent the baseline and tested model (West et al., 2012).

$$TLI = 1 - \frac{(\chi_k^2 - df_k)/dF_k}{(\chi_0^2 - df_0)/dF_0},$$

Equation 15
AIC and BIC are considered model selection indices and can be used to compare models that are either nested or non-nested, with lower values between models representing improved fit (DiStefano, 2016; West et al., 2012). AIC and BIC both reward model parsimony (i.e., fewer estimated parameter; lower degrees of freedom) by incorporating the number of free parameters into the formula. Compared to AIC, BIC places a harsher penalty on more complex models (DiStefano, 2016). Equations 16 and 17 are the formulas for AIC and BIC as used in *Mplus* (Muthen, 1998-2004). In each equation $r$ is the number of free model parameters and $n$ is the sample size.

\begin{align}
AIC &= -2\log L + 2r. \quad (16) \\
BIC &= -2\log L + (r)(\ln(n)). \quad (17)
\end{align}

In addition to TLI, AIC, and BIC as utilized in Gignac (2016), this study also included an evaluation of the comparative fit index (CFI). Reise, Scheines, et al. (2013) found that CFI displayed the strongest relationship to ECV. Findings from Gu et al. (2017) suggested an inconsistent relationship between CFI and ECV. CFI, like TLI, is also an incremental fit index. While CFI also includes a penalty for model complexity, Gignac (2016) notes it is only a minor penalty compared to TLI. The chi-square statistic for both the tested model and baseline model included in the formula for CFI (Equation 18 below) follows a noncentral chi-square distribution (DiStefano, 2016). The numerator and denominator of CFI's calculation provide an estimate of the noncentrality parameter for the tested model and baseline model (Kline, 2011). The noncentrality parameter provides a measure of discrepancy in fit between the population and tested model (DiStefano, 2016). The CFI provides a measure of the relative reduction in the
noncentrality parameter between the tested and baseline model (DiStefano, 2016). CFI values ≥ .95 are recommended for acceptable model fit (Hu & Bentler, 1999).

\[
CFI = 1 - \frac{(\chi^2_k - df_k)}{\chi^2_0 - df_0},
\]

(18)

where \(\chi^2_k\) is the chi-square statistic for the tested model, \(df_k\) is the degrees of freedom for the tested model, \(\chi^2_0\) is the chi-square for the baseline model, and \(df_0\) is the degrees of freedom for the baseline model.

To examine model fit between the bifactor model and unidimensional model, descriptive statistics (i.e., \(M\) and \(SD\)) for each fit index were calculated by study condition for both models. To assess practical improvement in model fit between the bifactor and unidimensional model, the procedures of Gignac (2016) were replicated. Gignac considered a difference in TLI between the higher-order and bifactor model (i.e., ΔTLI) of ≥ 0.01 as an indication of practical improvement in fit and followed the recommended practical differences for AIC and BIC as proposed by Raftery (1995) of AIC/BIC differences between models less than 10 as indicating practical improvement in model fit. To assess practical improvement for CFI, a CFI difference (i.e., ΔCFI) of ≥ 0.01 was considered as evidence of improved model-data fit, as this threshold is frequently applied within the measurement invariance testing framework to assess practical differences in model fit (Cheung & Rensvold, 2002). The average difference in these fit indices were then examined by ECV and PUC to investigate the relationship between model-data fit and these general factor strength indices.

**Summary of the Current Study**

This study examined the use of model-based indices derived from a bifactor model in establishing essential unidimensionality in the context of item wording method
effects. As outlined by Reise, Bonifay, et al. (2013) and Rodriguez et al. (2016a, 2016b), these indices, specifically ECV, omega hierarchical, and PUC, can be used to assess the strength of the general factor and provide evidence for essential unidimensionality, effectively evaluating the extent to which the method effects related to item wording are contaminating an instrument's unidimensional property and structure. Use of these indices was evaluated in the context of data and model features frequently encountered by researchers utilizing unidimensional scales that contain item wording method effects including, number of items per specific (method) factor (3 conditions), item loading values and patterns between the method factors and the general factor (6 conditions), and item-level distributions (2 conditions). Following the procedures of related studies, a population bifactor model was used to generate data reflecting varying degrees of general and specific (method) factor strengths. A unidimensional model, ignoring the method factors, was then fit to the data to examine the biasing effect on factor loading estimates. Values of ECV, omegaH, and PUC derived from the population bifactor model were then compared to the relative bias in factor loading estimates from the unidimensional model to examine threshold points in which data can be treated as essentially unidimensional under conditions of minimal bias. Additionally, recognizing dimensionality decisions within the CFA framework are typically assessed by evaluating approximate model fit indices, this study also examined the relationship between select model fit indices and ECV and PUC, as these model-based indices are thought to represent statistics of unidimensionality. Specifically, the discrepancy in fit between the bifactor model and unidimensional model was examined by evaluating the difference in CFI, TLI, AIC, and BIC, and its relationship to ECV and PUC.
CHAPTER 4

RESULTS

The purpose of the current study was to investigate the use of bifactor models and the subsequent model-derived reliability indices in the context of item wording method effects. Previous studies have shown that the indices explained common variance (ECV), omega hierarchical (omegaH), and the percent of uncontaminated correlations (PUC) can be used to indicate when data that follows a bifactor structure can be treated as essentially unidimensional (e.g., Bonifay et al., 2015; Reise, Scheines, et al., 2013; Rodriguez et al., 2016a; 2016b). Specifically, these studies indicated that the use of a unidimensional model, when the underlying data structure followed a bifactor model, would result in minimal bias in either the estimated structural coefficient (e.g., Reise, Scheines, et al., 2013) or factor loadings on the general factor (e.g., Bonifay et al., 2015; Rodriguez et al., 2016a) under certain conditions. This study extends previous research by examining the unique data conditions faced by researchers utilizing bifactor models in the context of item wording method effects. A total of 72 conditions were included: 3 conditions related to the number of items per method factor (i.e., PUC values; 6:6, 8:4, 3:6) x 6 item loading values and patterns between the method factors and the general factor (0.7, 0.5 for the general factor; 0.5 or 0.3 for the method factors; four balanced and two unbalanced method factor conditions) x 2 item-level distributions (all normal; negative items non-normally distributed) x 2 model misspecification (correctly specified bifactor model, misspecified unidimensional model).
The population model used in this study was specified to reflect models typically encountered when investigating item wording method effects using bifactor models. The population model was specified such that the general factor represented the construct of interest and the two specific factors represented method factors or nuisance factors unrelated to the general factor but varying in strength and contaminating effect. Each method factor included in this study was defined by item wording (i.e., a positively worded method factor and a negatively worded method factor).

The research questions (RQ) addressed in this study were categorized around two key areas: (1) investigating the relationship between ECV, omegaH, and PUC and bias in the general factor loadings when estimated from a unidimensional model (RQ 1 and 2), and (2) examining the relationship between select model fit indices and ECV and PUC (RQ3). This chapter presents the findings organized around these areas. However, before presenting the results related to the research questions, issues related to model convergence are addressed.

**Model Convergence**

For each of the 72 cells, 1,000 replications were requested for each cell. Prior to analysis, replications were screened to examine model non-convergence and improper solutions. Improper solutions refer to cases in which the model produces implausible results such as negative variances or parameter values outside of possible bounds (i.e., Heywood cases); leaving such cases in a dataset could result in parameter bias (Chen et al., 2001). As part of its Monte Carlo simulation procedure, *Mplus* removes cases that fail to converge from the final dataset used for subsequent analyses. Additional data
screening, including examination of means and ranges of all estimated factor loadings and error variances, was conducted to identify and remove Heywood cases.

The datasets analyzed using a unidimensional model converged in 100% cases and no improper solutions were identified. Data analyzed with the bifactor model, however, were somewhat problematic. Table 4.1 presents the percent of cases that converged/contained proper solutions for the bifactor model for both normally and non-normally distributed data, presented by PUC, ECV, and omegaH values. As seen in Table 4.1, convergence/proper solution rates differed across different values of PUC but were similar for both the normally and non-normally distributed data. Convergence/proper solution rates were highest in conditions in which the true underlying model was associated with a PUC value of 0.73. In this condition, the method factors were specified such that only three of the six positive items loaded on the positive wording method factor, while all six negatively worded items loaded on the negative wording method factor. In this condition, convergence/proper solutions rates ranged 87.9% to 100.0% for normally distributed data and 88.1% to 100.0% for non-normally distributed data. Convergence/proper solution rates were notably smaller when the true underlying model was associated with PUC values of 0.54 and 0.48. When PUC was 0.54, convergence/proper solution rates ranged from 60.5% to 68.7% for normally distributed data and from 54.6% to 62.1% for non-normally distributed data. When PUC was 0.48, convergence/proper solution rates ranged from 57.9% to 67.2% for normally distributed data and 54.7% to 61.0% for non-normally distributed data.

In both conditions in which the PUC values were 0.54 and 0.48, all items loaded on both the general factor and their respective method factors. Green and Yang (2018)
refer to such models as “bifactor pure-clustered models” and note that model convergence may be problematic with these models, particularly if factor loadings are similar across the general factor and within each specific factor. This was the case in the current study, where general factor loadings were either 0.7 or 0.5 across all items and the method factor loadings were either 0.5 or 0.3 across all items. In pure-clustered bifactor models with uniform loadings across the general and specific factors, Green & Yang reported model convergence rates less than 70%, similar to what was found in the current study.

It is recognized that model convergence in certain conditions was problematic for the bifactor model in this study. However, the bifactor model was the correctly specified model (i.e., the true population model) and serves as a comparison to the misspecified unidimensional model. As such, all conditions in which the bifactor model achieved convergence and proper solutions were analyzed. This resulted in substantially fewer analyzed datasets for the bifactor model in the conditions in which PUC was 0.54 and 0.48.

The Relationship between Factor Loading Bias and ECV, OmegaH, and PUC

One of the outcomes of interest in this study was bias in factor loading estimates when data simulated from a bifactor model were then subsequently fit to a unidimensional model. Results for normally distributed data are presented first, followed by results for non-normally distributed data. Although it was expected that minimal parameter bias would result in models estimated from the correctly specified bifactor model, it was included for comparison to the misspecified unidimensional model. Similar to Reise, Scheines, et al. (2013), results are first considered collapsed across conditions as
### Table 4.1 Model Convergence and Proper Solution Rates for the Bifactor Model

<table>
<thead>
<tr>
<th>PUC (N_p:N_n)</th>
<th>Normally Distributed Data</th>
<th>Non-Normally Distributed Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ECV</td>
<td>OmegaH</td>
</tr>
<tr>
<td>0.54 (6:6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.84</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>0.74a</td>
<td>0.81a</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>0.60a</td>
<td>0.65a</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>0.77a</td>
<td>0.83a</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>0.70</td>
</tr>
<tr>
<td>0.48 (8:4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>0.64a</td>
<td>0.68a</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.58</td>
</tr>
<tr>
<td>0.73 (3:6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>0.77a</td>
<td>0.83a</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>0.63a</td>
<td>0.68a</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td>0.67</td>
</tr>
</tbody>
</table>

*Note.* PUC=percent of uncontaminated correlations; ECV=explained common variance; OmegaH=omega hierarchical.

*aConditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.*

A function of ECV, omegaH, and PUC, followed by an examination of factor loading bias within each PUC condition.

As uniform factor loadings were used across the general factor in the population model, relative bias was calculated using the average estimated loading on the general factor (or the single factor in the unidimensional model) in relation to the true population.
factor loading value. This study included two unbalanced conditions, one condition in which the number of items per method factor was unbalanced (i.e., 8 positively worded items to 4 negatively worded items) and one condition in which the magnitude of the factor loadings across the method factors differed (i.e., loadings of 0.3 on the positively worded item method factor and 0.5 on the negatively worded item method factor). Given the unbalanced nature of these conditions, the relative bias of the estimated general factor loadings was calculated and evaluated across all 12 items, as well as separately across the positive and negative items.

Following the procedures used in similar studies, relative bias greater than |10%| was considered severe or non-negligible in this study (Bonifay et al., 2015; Gu et al., 2017; Reise, Scheines, et al., 2013). Two general factor loading values were included in this study, 0.7 and 0.5. Average estimated factor loadings greater than 0.77 or less than 0.63 (when the population value was 0.7) or greater than 0.55 or less than 0.45 (when the population value was 0.5) were considered as non-negligible bias.

**Normally Distributed Data**

**The Relationship between ECV, OmegaH, and PUC Collapsed across Conditions.** Figures 4.1 to 4.3 depict the relationship between ECV (Figure 4.1), omegaH (Figure 4.2), PUC (Figure 4.3) and the relative bias in estimated factor loadings for the general factor for both the misspecified unidimensional model and the true bifactor model collapsed across conditions. As seen in Figures 4.1-4.3, reference lines are placed at bias levels of ±10% to indicate the threshold of acceptable bias levels.

It was expected that the general factor loadings, as estimated from the bifactor model, would illustrate minimal bias given it is the true underlying structure of the data.
Overall, when examining Figures 4.1-4.3, the boxplots of the relative bias in estimated general factor loadings from the bifactor model compared to the unidimensional model, bias was more variable when examining the factor loading bias by item type (i.e., positive and negative items), and also slightly exceeds the |10%| in some conditions. The slight instability of the bifactor model is likely due to the reduced number of datasets analyzed as a result of model non-convergence and improper solutions.

Figure 4.1 shows the distribution (i.e., boxplots) of the relative bias of the estimated general factor loadings as a function of explained common variance (ECV) collapsed across conditions for both the unidimensional model and the bifactor model. In the context of this study, ECV provides an assessment of the strength of the general factor relative to the method factors. Higher ECV values (closer to 1.0) indicate a “strong” general factor and one that accounts for a majority of the variance across all items relative to the method factors. ECV was calculated based on the factor loadings in the population model and ranged 0.50 to 0.88 across conditions.

In comparing the average relative bias in estimated factor loadings across all 12 items to the average bias separately for the positive and negative items, there are conditions in which the factor loadings as estimated from the unidimensional model are over/underestimated and exceed the |10%| threshold for bias. However, this bias is masked when considering all 12 items together. For example, at ECV values of 0.57 – 0.63, the average relative bias of the factor loadings across all items estimated from the unidimensional model falls within acceptable levels. However, in looking separately at the items by wording type within this ECV range, the estimated factor loadings associated with the positively worded items are, on average, severely underestimated,
while the factor loadings associated with the negatively worded items are, on average, severely overestimated. This is likely due to the unbalanced nature of the method factors included in this study and is further examined in the next section, as bias is considered within each PUC condition. In general, however, as ECV increased across all conditions, parameter bias in the factor loadings estimated from the unidimensional model tended to fall within acceptable levels. More specifically, at ECV values $\geq 0.79$, the average relative bias across both the positive items and the negative items fell within acceptable levels across all conditions.

Figure 4.2 shows the distribution (i.e., boxplots) of the relative bias of the estimated general factor loadings as a function of omega hierarchical ($\omega_H$), collapsed across conditions for both the unidimensional model and the bifactor model. OmegaH estimates the proportion of variance in unit-weighted total scores attributable only to the general factor (Rodriguez et al., 2016a, 2016b). OmegaH was calculated for each study condition using the population factor loading values and ranged from 0.58 to 0.88 across conditions. Similar to ECV, as omegaH increased, average relative bias in factor loadings estimated from the unidimensional model tended to fall within acceptable levels, however, this relationship is more inconsistent than that of ECV. As noted by Reise, Scheines, et al. (2013), this inconsistency is likely due to the fact that omegaH is more influenced by the magnitude of the general factor loading than ECV. For example, in this study, when PUC was 0.54, and the loading pattern across the general and method factors was 0.7, 0.5, 0.5, this resulted in an ECV of 0.66 and an omegaH of 0.77. However, when the loading pattern across the general and method factors was 0.5, 0.3, 0.3, this resulted in an ECV of 0.74 and an omegaH of 0.71. This also relates to the
notion that ECV is a measure of general factor strength, while omegaH is more a measure of general factor saturation (Reise, Scheines, et al., 2013). As seen in Figure 4.2, omegaH values $\geq 0.85$ are associated with acceptable levels of bias, on average, in general factor loadings from both the positive and negative items estimated from the unidimensional model. However, omegaH values of $0.70 - 0.77$ are associated with negligible bias, on average, but omegaH values of $0.81 - 0.83$ are associated with bias levels that, on average, tended to fall just outside of the acceptable levels.

Figure 4.3 shows the distribution (i.e., boxplots) of the relative bias of the estimated general factor loadings as a function of the percent of uncontaminated correlations (PUC), collapsed across conditions for both the unidimensional model and the bifactor model. PUCs are the percent of item correlations (i.e., covariances) that only reflect general factor variance. Higher PUC values are indicative of a more unidimensional data structure. PUCs are a function of the total number of items, the number of specific factors, and the number of items within each specific factor (Reise, Scheines, et al., 2013). As the current study included a total of 12 items across all conditions, the three PUC values included (0.48, 0.54, and 0.73) were defined by the composition of the method factors. As seen in Figure 4.3, the discrepancy in relative bias in the estimated factor loadings from the unidimensional model when looking at all 12 items combined compared to separately by item wording type continued when examining the data collapsed across PUC values. When PUC was 0.48, an unbalanced condition that included eight items that loaded on the positively worded item method factor and four items that loaded on the negatively worded item method factor, the average relative bias in factor loadings estimated from the unidimensional model fell just outside of the
acceptable level for the positive items but was within acceptable bias levels for the
negative items. Conversely, when PUC was 0.54, a balanced condition that included six
items each that loaded on their respective method factor, the average relative bias in
factor loadings estimated from the unidimensional model were within acceptable bias
levels for the positive items but fell just outside of the acceptable bias levels for the
negative items. When PUC was 0.73, an unbalanced condition where three of the six
positive items loaded on the positively worded item method factor and all six negative
items loaded on the negatively worded item method factor, the average relative bias in
factor loadings estimated from the unidimensional model fell outside of the acceptable
level for both the positive and negative items.

The Relationship between ECV and OmegaH within PUC. Table 4.2 lists the
means and standard deviations (presented in parentheses in the table) of the relative bias
in general factor loadings estimated from both the unidimensional and bifactor model.
The average relative bias is presented within each PUC condition and ordered by highest
to lowest ECV value. As noted earlier, although it was expected that the bifactor model,
being the correctly specified model, would recover the general factor loadings with
minimal bias, inspection of the distribution of the relative bias across conditions indicated
that the bifactor model showed signs of instability, as bias was more variable in certain
conditions compared to the unidimensional model, and slightly exceeded the |10%|
threshold in certain conditions. In examining bias within each PUC condition, this
instability occurred within PUC conditions of 0.54 and 0.48. For example, when PUC
was 0.48 and ECV was 0.50, the average relative bias in general factor loadings for the
Figure 4.1 Distribution of the Relative Bias in Estimated General Factor Loadings by Explained Common Variance (ECV), Model Type, and Item Type for Normally Distributed Data. Average bias is denoted with a black diamond.
Figure 4.2 Distribution of the Relative Bias in Estimated General Factor Loadings by Omega Hierarchical (OmegaH), Model Type, and Item Type for Normally Distributed Data. Average bias is denoted with a black diamond.
Figure 4.3 Distribution of the Relative Bias in Estimated General Factor Loadings by the Percent of Uncontaminated Correlations (PUC), Model Type, and Item Type for Normally Distributed Data. Average bias is denoted with a black diamond.
positively worded items was 10.91% and -11.38% for the negatively worded items, with standard deviations of 25.79 and 25.57, respectively. However, in examining the average relative bias from the bifactor model in the PUC condition of 0.73, all conditions showed minimal bias and less variability. Both the 0.54 and 0.48 PUC conditions showed issues related to model convergence and improper solutions when data was estimated via the bifactor model, whereas the PUC condition of 0.73 did not. Any issues related to the instability of factor loading recovery from the bifactor model is due to the reduction in datasets analyzed in the PUC of 0.54 and 0.48 conditions. In general, general factor loadings estimated from the bifactor model were slightly underestimated, but in most cases, this was within the |10%| threshold for acceptable bias.

When examining the relative bias in general factor loadings as estimated from the unidimensional model, different patterns in bias emerged within each PUC condition. When PUC was 0.54, method factors were balanced in terms of the number of items specified to load on either the positively worded method factor or negatively worded method factor (i.e., 6:6). When factor loadings across the method factors were also balanced, the bias in general factor loadings estimated from the unidimensional model were roughly equivalent across both the positive items and negative items. For example, when ECV, as derived from the population bifactor model, was 0.74, the relative bias associated with factor loadings estimated from the unidimensional model was 3.80%, 3.83%, and 3.76% across all items, the positive items, and the negative items, respectively. However, within this same condition, when unbalanced loadings were present across the method factors (i.e., loadings of 0.3 on the positively worded item method factor, 0.5 on the negatively worded item method factor), estimated general
factor loadings on both the positive and negative items resulted in non-negligible bias, with the factor loadings associated with the negative items being overestimated and the factor loadings associated with the positive items being underestimated.

This differential pattern in factor loading bias was also seen when PUC was 0.48. In this condition, the method factors were unbalanced in that more items loaded on the positively worded method factor than the negatively worded method factor (i.e., 8:4); thus, the positively worded method factor is “stronger” in that it is defined by more items. When balanced loadings were also included across the method factors, general factor loadings on the positive items were overestimated but were underestimated for the negative items. For example, when ECV was 0.74, the average relative bias for the positive items was 10.02% and -6.17% for the negative items. However, when unbalanced loadings were included across the method factors, with higher loadings contained within the negatively worded method factor (i.e., loadings of 0.5), the relative bias in the general factor loadings estimated from the unidimensional model were overestimated for both item types. For example, when ECV was 0.77, and loadings across the method factors were unbalanced, the average relative bias for the positive items was 0.70% and 4.88% for the negative items.

This pattern continued when PUC was 0.73. In this condition, the method factors were defined by including three items on the positively worded method factor and six items on the negatively worded method factor (i.e., a “stronger” negatively worded method factor). Here, relative bias in the general factor loadings estimated from the unidimensional model were overestimated for the negative items and underestimated for the positive items, regardless of the loading magnitude across the method factors (i.e.,
balanced or unbalanced loadings). For example, when ECV was 0.72, the average relative bias in general factor loadings was -12.74% for the positive items and 16.40% for the negative items. Likewise, when ECV was 0.63, and the loadings across the method factors were unbalanced, the average relative bias in the general factor loadings for the positive items was -21.96% and 33.95% for the negative items.

Figure 4.4 plots the average relative bias in the estimated general factor loadings for both the positive items and negative items for the unidimensional and bifactor model by ECV, PUC, and loading type (i.e., balanced or unbalanced loadings on each method factor). Reference lines are placed at the ±10% relative bias threshold. Given the discrepancy in relative bias in estimated factor loadings for the positive and negative items, a condition was considered to have negligible bias when estimated general factor loadings for both the positive and negative items reached acceptable levels.

In their study on the relationship between ECV, omegaH, and PUC as it relates to parameter bias when data that follow a bifactor structure are estimated with a unidimensional model, Reise, Scheines, et al. (2013) offered the following tentative benchmark, when PUC is <0.80, ECV >0.60 and OmegaH >0.70, fitting data that follow a bifactor structure to a misspecified unidimensional model should result in minimal bias. The parameter bias examined in their study was bias in structural coefficients and not factor loadings. However, Reise, Scheines et al., note that bias in structural coefficients depends, to some degree, on bias in factor loadings (i.e., quality of the measurement model). The current study included PUC conditions that were all less than 0.80, as this is a model structure frequently found with item wording method effects. To examine how
Table 4.2  Average Percent Relative Bias in Estimated General Factor Loadings: Normally Distributed Data

<table>
<thead>
<tr>
<th>Bifactor Model Indices</th>
<th>True ( \lambda_G )</th>
<th>Bifactor Model</th>
<th>Unidimensional Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUC ((N_p:N_n))</td>
<td>ECV</td>
<td>OmegaH</td>
<td>All Items</td>
</tr>
<tr>
<td>0.74</td>
<td>0.84</td>
<td>0.86</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>0.74</td>
<td>0.81 (^a)</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>0.54</td>
<td>0.60 (^a)</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.60</td>
<td>0.60</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.77</td>
<td>0.77</td>
<td>0.83 (^a)</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>0.48</td>
<td>0.77</td>
<td>0.5</td>
</tr>
<tr>
<td>0.66</td>
<td>0.66</td>
<td>0.75</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>0.64&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.68&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.5</td>
<td>-3.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.47)</td>
</tr>
<tr>
<td>0.50</td>
<td>0.58</td>
<td>0.5</td>
<td>3.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(10.16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.88</td>
<td>0.88</td>
<td>0.7</td>
<td>-3.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(3.29)</td>
</tr>
<tr>
<td>0.79</td>
<td>0.75</td>
<td>0.5</td>
<td>-3.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.39)</td>
</tr>
<tr>
<td>0.77&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.83&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.7</td>
<td>-3.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(3.28)</td>
</tr>
<tr>
<td>0.72</td>
<td>0.82</td>
<td>0.7</td>
<td>-3.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(3.71)</td>
</tr>
<tr>
<td>0.63&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.68&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.5</td>
<td>-3.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.71)</td>
</tr>
<tr>
<td>0.57</td>
<td>0.67</td>
<td>0.5</td>
<td>-3.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.69)</td>
</tr>
</tbody>
</table>

**Note.** PUC=percent of uncontaminated correlations; ECV=explained common variance; OmegaH=omega hierarchical. Shaded cells indicate cases where bias exceeded |10%|. Standard deviations are in parentheses.

<sup>a</sup>Conditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions, the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.
the findings from this study relate to the benchmark set by Reise, Scheines, et al., an additional reference line has been placed at ECV of 0.60 across all plots in Figure 4.4.

Figure 4.4a reflects a condition similar to what was included in the Reise, Scheines, et al. (2013) study, in that this condition included both a balanced number of items per method (specific) factor and balanced item loadings across the method factors. As seen in Figure 4.4a, both the positive and negative items’ general factor loadings experienced similar bias and the benchmark set by Reise et al. generally holds. In this condition, when ECV was $\geq 0.66$ the average relative bias in the general factor loadings fell within acceptable levels as estimated from the unidimensional model. However, as shown in Figure 4.4, the minimum ECV value associated with negligible bias in the estimated factor loadings from the unidimensional model for both item types differs when there is an unbalanced structure in the data. When PUC was 0.48 and loadings were balanced across the method factors (Figure 4.4b), ECV values $\geq 0.74$ were associated with acceptable bias levels in factor loadings across both item types estimated from the unidimensional model. When PUC was 0.73 (Figure 4.4c) and balanced loadings were included across the method factors, acceptable bias in factor loadings across both item types estimated from the unidimensional model was achieved at ECV $\geq 0.79$.

In conditions in which the loadings on the method factors were unbalanced (i.e., loadings of 0.3 on the positively worded method factor, and 0.5 on the negatively worded method factor), higher ECV values are associated with minimal bias in general factor loadings estimated from the unidimensional model within the same PUC conditions. For example, when PUC was 0.54 (Figure 4.4d), general factor loadings on the negative items did not reach acceptable bias levels when estimated from the unidimensional model.
when ECV was 0.74. However, this same ECV value indicated acceptable bias in the factor loadings for both item types estimated from the unidimensional model when the method factor loadings were balanced. Additionally, when PUC was 0.73 (Figure 4.4f), general factor loadings for both the positive items and negative items did not reach acceptable bias levels when estimated from the unidimensional model, at either ECV of 0.63 or 0.77. However, the unidimensional model performed better when PUC was 0.48 (Figure 4.4e) and method factor loadings were unbalanced. In this condition, general factor loadings on both the positive and negative items as estimated from the unidimensional model reached acceptable bias levels when ECV was 0.77.

**Figure 4.4** Average Percent Relative Bias in Estimated General Factor Loadings by Explained Common Variance (ECV), Percent of Uncontaminated Correlations (PUC), Loading Type, and Model Type for Normally Distributed Data. Reference lines placed at ±10% to note acceptable bias threshold. Reference line placed at ECV of 0.60 for comparison to Reise, Scheines, et al. (2013)
Figure 4.5 plots the average relative bias in the estimated general factor loadings for both the positive items and negative items for the unidimensional and bifactor model by omegaH, PUC, and loading type (i.e., balanced or unbalanced loadings on each method factor). Again, reference lines are placed at the ±10% relative bias threshold. An additional reference line is placed at omegaH of 0.70 to reflect the finding by Reise, Scheines, et al. (2013) of PUC <0.80, ECV >0.60 and omegaH >0.70 as a tentative benchmark for when data that follows a bifactor structure can be treated as essentially unidimensional.

As omegaH is also considered a general factor strength index, the patterns in the average relative bias in general factor loadings estimated from the unidimensional model are similar to those with ECV. When both the number of items and loading patterns were balanced across the method factors (i.e., PUC of 0.54; Figure 4.5a), the benchmark set by Reise, Scheines, et al. (2013) holds in that omegaH values >0.70 were associated with average relative bias in the estimated general factor loadings from the unidimensional model for both item types that were within acceptable levels. Specifically, in this study, when PUC was 0.54, bias in general factor loadings for both the positive and negative items estimated from the unidimensional model reached acceptable levels at omegaH values ≥0.71.

Because of the inconsistent relationship between omegaH as an indicator of parameter bias when data is fit to a unidimensional model, due to the fact that omegaH is more effected by the magnitude of the general factor loading, evaluating the relationship between omegaH and general factor loading bias as estimated from the unidimensional model was slightly more complex when PUC was 0.48 (Figure 4.5b) and 0.73 (Figure
As shown in Figure 4.5b, when PUC was 0.48 and the method factors contained balanced loadings, the average relative bias in the general factor loadings estimated from the unidimensional model were right at the |10%| threshold for both the positive and negative items. However, the average relative bias slightly exceeded the |10%| threshold when omegaH was 0.75 and then returned to an acceptable level when omegaH was 0.85. A similar pattern was also seen when PUC was 0.73. As shown in Figure 4.5c, average relative bias for both item types reached an acceptable level when omegaH was 0.75, exceed it when omegaH was 0.82, and then returned to an acceptable level when omegaH was 0.88.

Similar to findings related to ECV, when unbalanced loadings were present across the method factors, higher omegaH values are associated with minimal bias in the general factor loadings estimated from the unidimensional model. Specifically, when PUC was 0.54 (Figure 4.5d) and 0.73 (Figure 4.5f) general factor loadings on both the positive and negative items estimated from the unidimensional model did not reach acceptable levels at the highest omegaH values of 0.81 or 0.83. However, when PUC was 0.48 (Figure 4.5e), the average relative bias in the general factor loadings estimated from the unidimensional model for both the positive and negative items were within acceptable levels when omegaH was 0.83.

**Non-Normally Distributed Data**

In this section, the relative bias in estimated general factor loadings and its relationship to ECV, omegaH, and PUC is examined under conditions of non-normality. In this condition, item distributions on the negatively worded items exhibited extreme
non-normality with approximate skewness and kurtosis values of -3.0 and 7.0, respectively.

The Relationship between ECV, OmegaH, and PUC Collapsed across Conditions. Figures 4.6 to 4.8 depict the relationship between ECV (Figure 4.6), omegaH (Figure 4.7), PUC (Figure 4.8) and the relative bias in estimated factor loadings for the general factor for both the misspecified unidimensional model and the correctly specified bifactor model collapsed across conditions. Figure 4.6 shows the distribution of the relative bias for both the unidimensional and bifactor model for all items and separately by item type (positive and negative) as a function of ECV. Compared to the

Figure 4.5 Average Percent Relative Bias in Estimated General Factor Loadings by Omega Hierarchical (OmegaH), Percent of Uncontaminated Correlations (PUC), Loading Type, and Model Type for Normally Distributed Data. Reference lines placed at ±10% to note acceptable bias threshold. Reference line placed at omegaH of 0.70 for comparison to Reise, Scheines, et al. (2013)
normally distributed data condition, the relative bias in the general factor loadings estimated from the unidimensional model is more severe when non-normality is present, and no ECV value is associated with an acceptable level of bias for both the positive and negative items. For example, when ECV was $\geq 0.79$, the average relative bias in estimated factor loadings from the unidimensional model were within acceptable bias levels for the positive items but were severely underestimated for the negative items, falling well below the -10% threshold. Unexpectedly, the general factor loadings estimated from the correctly specified bifactor model were also severely biased, and in some cases, showed more severe bias than the unidimensional model. For example, when ECV was 0.63, the average relative bias in estimated factor loadings for the negative items was within acceptable bias levels as estimated for the unidimensional model but fell well below the -10% threshold as estimated from the bifactor model. Similar patterns are also evident when examining bias as a function of omegaH collapsed across conditions (Figure 4.7).

Figure 4.8 shows the distribution of the relative bias in estimated general factors loadings as a function of PUC for both the unidimensional model and bifactor model. Again, similar patterns seen with both ECV and omegaH are evident within each PUC condition in that no PUC value is associated with negligible bias for both the positive items and negative items for either the correctly specified bifactor model or the unidimensional model. For both models, more severe bias is associated with the estimated general factor loadings for the negative items or the items that displayed non-normal distributions. Slightly different patterns were seen within each PUC condition for both models. For example, on average, the relative bias of general factor loadings on the
negative items is slightly more severe for the unidimensional model when PUC was 0.48, similar between both models when PUC was 0.54, and slightly more severe for the bifactor model when PUC was 0.73.

**The Relationship between ECV and OmegaH within PUC.** Table 4.3 lists the means and standard deviations (presented in parentheses in the table) of the relative bias in general factor loadings estimated from both the unidimensional and bifactor model for the non-normally distributed data. As seen in Table 4.3, most concerning is the severe bias in estimated general factor loadings associated with the bifactor model across all conditions. For example, when PUC was 0.54, the estimated general factor loadings across all items, as well as separately between item type, were severely biased across all ECV and omegaH values contained within this condition for the bifactor model. Within this condition, the average relative bias across all items ranged -24.93% to -19.73% for the bifactor model.

Across all conditions, models were estimated using MLMV (maximum likelihood with mean and variance adjusted). MLMV is considered a robust maximum likelihood (ML) estimator and uses a corrected chi-square statistic to accommodate data that is non-normally distributed (Maydeu-Olivares, 2017). While it has been shown to perform well under conditions of non-normality (i.e., Maydeu-Olivares, 2017), its performance has not been examined with bifactor models. Given the unexpected issues regarding factor loading recovery with the correctly specified bifactor model, a subset of data where PUC was 0.54 was re-analyzed using WLSMV (weighted least squares with mean and variance adjusted) to examine the role of estimation as a potential confounding variable. WLSMV is a robust WLS (weighted least squares) estimator used exclusively with
Figure 4.6 Distribution of the Relative Bias in Estimated General Factor Loadings by Explained Common Variance (ECV), Model Type, and Item Type for Non-Normally Distributed Data. Average bias is denoted with a black diamond.
Figure 4.7 Distribution of the Relative Bias in Estimated General Factor Loadings by Omega Hierarchical (OmegaH), Model Type, and Item Type for Non-Normally Distributed Data. Average bias is denoted with a black diamond.
Figure 4.8 Distribution of the Relative Bias in Estimated General Factor Loadings by Percent of Uncontaminated Correlations (PUC), Model Type, and Item Type for Non-Normally Distributed Data. Average bias is denoted with a black diamond.
categorical or ordered data and has been shown to produce accurate parameter estimates under conditions of extreme non-normality (e.g., DiStefano & Morgan, 2014; Flora & Curran, 2004; Lei, 2009; Li, 2016).

Table 4.4 lists the means and standard deviations of the relative bias in general factor loadings estimated from both the unidimensional and bifactor model for non-normally distributed data using WLSMV estimation. With WLSMV estimation, factor loading recovery for the bifactor model was more satisfactory, and more closely resembled the patterns with the normally distributed data estimated using MLMV. Given the focus of the study, proper estimation of the general factor loadings from the correctly specified bifactor model is critical in order to reach accurate conclusions regarding factor loadings as estimated from the misspecified unidimensional model. Due to issues found with model estimation and non-normality, subsequent analyses investigating the relationship between ECV, omegaH, PUC, and relative bias in estimated factor loadings from the unidimensional model, as well as the relationship to model fit indices are not reported for the non-normally distributed data in Chapter 4. For completeness, tables and figures examining these relationships for the non-normally distributed data are presented in Appendix B, including plots examining the relationship between the relative bias in estimated factor loadings from the unidimensional model by study conditions and ECV (Figure B.1) and omegaH (Figure B.2). Additionally, results examining the relationship between model fit indices CFI and TLI (Table B.1 and Figure B.3), and AIC and BIC (Table B.2 and Figure B.4) between the bifactor model and the unidimensional model for the non-normally distributed data are also presented in Appendix B.
Table 4.3 Average Percent Relative Bias in Estimated General Factor Loadings: Non-Normally Distributed Data

<table>
<thead>
<tr>
<th>Bifactor Model Indices</th>
<th>Average Percent Relative Bias: General Factor Loadings ($\lambda_G$)</th>
<th>Unidimensional Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bifactor Model</td>
<td>All Items</td>
</tr>
<tr>
<td>PUC $(N_p:N_n)$</td>
<td>ECV</td>
<td>OmegaH</td>
</tr>
<tr>
<td>0.54 (6:6)</td>
<td>0.74</td>
<td>0.81</td>
</tr>
<tr>
<td>0.66</td>
<td>0.77</td>
<td>0.7</td>
</tr>
<tr>
<td>0.60</td>
<td>0.65</td>
<td>0.5</td>
</tr>
<tr>
<td>0.50</td>
<td>0.60</td>
<td>0.5</td>
</tr>
<tr>
<td>0.84</td>
<td>0.85</td>
<td>0.7</td>
</tr>
<tr>
<td>0.77</td>
<td>0.83</td>
<td>0.7</td>
</tr>
<tr>
<td>0.48 (8:4)</td>
<td>0.74</td>
<td>0.70</td>
</tr>
<tr>
<td>0.66</td>
<td>0.75</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>0.64&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.68&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.58</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.88</td>
<td>0.88</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.79</td>
<td>0.75</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.77&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.83&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>0.82</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.63&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.68&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.57</td>
<td>0.67</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. PUC=percent of uncontaminated correlations; ECV=explained common variance; OmegaH=omega hierarchical. Shaded cells indicate cases were bias exceeded |10%|. Standard deviations are in parentheses.

<sup>a</sup>Conditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions, the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.
### Table 4.4 Average Percent Relative Bias in Estimated General Factor Loadings: Non-Normally Distributed Data with WLSMV Estimation

<table>
<thead>
<tr>
<th>Bifactor Model Indices</th>
<th>Average Percent Relative Bias: General Factor Loadings ($\lambda_G$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bifactor Model</td>
</tr>
<tr>
<td></td>
<td>All Items</td>
</tr>
<tr>
<td>PUC (N_p:N_n)</td>
<td>ECV</td>
</tr>
<tr>
<td>0.54 (6:6)</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.66</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>

*Note.* PUC=percent of uncontaminated correlations; ECV=explained common variance; OmegaH=omega hierarchical. Shaded cells indicate cases where bias exceeded |10%. Standard deviations are in parentheses.

*aConditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions, the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.*
The Relationship between ECV, PUC, and Model Fit Indices

The second outcome investigated in this study was the performance of select model fit indices when data was misspecified to a unidimensional model. Both ECV and PUC are considered statistics of unidimensionality (Rodriguez et al., 2016a; 2016b). This section examines the relationship between ECV, PUC, and the model fit indices CFI, TLI, AIC, and BIC, as these indices include larger penalties for model complexity, or conversely, favor model parsimony. As noted in the previous section, all results presented in this section are for normally distributed data.

Table 4.5 presents the means and standard deviations for CFI and TLI values for both the bifactor model and the unidimensional model when item distributions were normally distributed. The difference in average CFI and TLI values between the bifactor model and the unidimensional model (i.e., ΔCFI, ΔTLI) is also presented. Average fit values are presented within each PUC level, ordered highest to lowest by ECV. Average CFI and TLI values ≥ 0.95 were considered as indicating acceptable model-data fit (Hu & Bentler, 1999).

As expected, the bifactor model showed exceptional fit, with average CFI and TLI of 1.00 across all conditions. Within each PUC level, average fit reached acceptable levels for the unidimensional model across several conditions, with CFI reaching the ≥0.95 threshold slightly more often than TLI. In general, the conditions reaching acceptable fit in the unidimensional model are conditions associated with high ECV values and ECV values, as derived from the bifactor model, that indicated acceptable bias in general factor loadings when estimated from the unidimensional model. For example, within the PUC of 0.54 condition, when ECV was 0.84, the average CFI was 0.95.
Within the PUC of 0.48 condition, the average CFI reached acceptable levels ($\geq 0.95$) when ECV was 0.84 and 0.74, and TLI $\geq 0.95$ when ECV was 0.84. Within the PUC of 0.73 condition, the average CFI and TLI values reached acceptable levels when ECV was 0.79 and 0.88.

More moderate ECV values that were also associated with acceptable bias in general factor loadings estimated from the unidimensional model did not reach acceptable CFI or TLI values. For example, when PUC was 0.54, ECV values of 0.74 and 0.66 are associated with CFI and TLI values that fall outside of the $\geq 0.95$ threshold. Similarly, when PUC was 0.48 and ECV was 0.77, the average CFI and TLI values associated with this condition were 0.88 and 0.86, respectively.

The unidimensional and bifactor model form a nested structure, with the unidimensional model nested within the bifactor model. As such, the models can be compared by examining practical change in fit. For CFI and TLI a difference in fit values $\geq 0.01$ indicates improved model-fit fit (Cheung & Rensvold, 2002; Gignac, 2016). In the context of this study, CFI and TLI that exceed $\geq 0.01$ indicates a practical improvement in fit between the bifactor model and unidimensional model, favoring the bifactor model. Differences lower than the 0.01 threshold would indicate situations in which the unidimensional model would be retained.

As shown in Table 4.5, the difference in CFI and TLI exceeded the $\geq 0.01$ threshold in all cases, indicating practical improvement in fit for the bifactor model. However, at higher ECV values, and when balanced loadings across the method factors were present, the differences in CFI and TLI values between the bifactor and unidimensional model were close.
### Table 4.5 Average CFI and TLI Fit Values for the Bifactor Model and Unidimensional Model: Normally Distributed Data

<table>
<thead>
<tr>
<th>PUC (N_p:N_n)</th>
<th>ECV</th>
<th>Bifactor Model</th>
<th>Unidimensional Model</th>
<th>Difference(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CFI M SD</td>
<td>TLI M SD</td>
<td>CFI M SD</td>
<td>ΔCFI  ΔTLI</td>
</tr>
<tr>
<td>0.54 (6:6)</td>
<td>0.84 1.00 0.002</td>
<td>1.00 0.005</td>
<td>0.95 0.010 0.94 0.013</td>
<td>0.05  0.06</td>
</tr>
<tr>
<td></td>
<td>0.74 1.00 0.004</td>
<td>1.00 0.012</td>
<td>0.93 0.021 0.91 0.025</td>
<td>0.07  0.09</td>
</tr>
<tr>
<td></td>
<td>0.74a 1.00 0.001</td>
<td>1.00 0.004</td>
<td>0.89 0.015 0.87 0.018</td>
<td>0.11  0.14</td>
</tr>
<tr>
<td></td>
<td>0.66 1.00 0.001</td>
<td>1.00 0.003</td>
<td>0.78 0.021 0.73 0.025</td>
<td>0.22  0.27</td>
</tr>
<tr>
<td></td>
<td>0.60a 1.00 0.003</td>
<td>1.00 0.009</td>
<td>0.87 0.023 0.84 0.029</td>
<td>0.13  0.16</td>
</tr>
<tr>
<td></td>
<td>0.50 1.00 0.002</td>
<td>1.00 0.007</td>
<td>0.74 0.029 0.69 0.036</td>
<td>0.25  0.32</td>
</tr>
<tr>
<td>0.48 (8:4)</td>
<td>0.84 1.00 0.002</td>
<td>1.00 0.005</td>
<td>0.96 0.009 0.95 0.011</td>
<td>0.04  0.05</td>
</tr>
<tr>
<td></td>
<td>0.77a 1.00 0.002</td>
<td>1.00 0.004</td>
<td>0.88 0.016 0.86 0.020</td>
<td>0.12  0.14</td>
</tr>
<tr>
<td></td>
<td>0.74 1.00 0.004</td>
<td>1.00 0.012</td>
<td>0.95 0.017 0.94 0.021</td>
<td>0.05  0.06</td>
</tr>
<tr>
<td></td>
<td>0.66 1.00 0.001</td>
<td>1.00 0.003</td>
<td>0.86 0.014 0.83 0.017</td>
<td>0.14  0.17</td>
</tr>
<tr>
<td></td>
<td>0.64a 1.00 0.003</td>
<td>1.00 0.010</td>
<td>0.85 0.027 0.81 0.033</td>
<td>0.15  0.19</td>
</tr>
<tr>
<td></td>
<td>0.50 1.00 0.002</td>
<td>1.00 0.007</td>
<td>0.84 0.022 0.80 0.027</td>
<td>0.16  0.20</td>
</tr>
<tr>
<td>0.73 (3:6)</td>
<td>0.88 1.00 0.002</td>
<td>1.00 0.005</td>
<td>0.97 0.008 0.97 0.010</td>
<td>0.03  0.03</td>
</tr>
<tr>
<td></td>
<td>0.79 1.00 0.006</td>
<td>1.00 0.014</td>
<td>0.96 0.017 0.95 0.021</td>
<td>0.03  0.05</td>
</tr>
<tr>
<td></td>
<td>0.77a 1.00 0.002</td>
<td>1.00 0.004</td>
<td>0.93 0.012 0.91 0.014</td>
<td>0.07  0.09</td>
</tr>
<tr>
<td></td>
<td>0.72 1.00 0.002</td>
<td>1.00 0.004</td>
<td>0.87 0.014 0.85 0.018</td>
<td>0.12  0.15</td>
</tr>
<tr>
<td></td>
<td>0.63a 1.00 0.004</td>
<td>1.00 0.009</td>
<td>0.92 0.018 0.90 0.022</td>
<td>0.08  0.09</td>
</tr>
<tr>
<td></td>
<td>0.57 1.00 0.004</td>
<td>1.00 0.009</td>
<td>0.85 0.023 0.82 0.028</td>
<td>0.14  0.18</td>
</tr>
</tbody>
</table>

Note. CFI = Comparative Fit Index, TLI = Tucker-Lewis Index. Green shaded ECV values indicate conditions in which the average relative bias for the general factor loadings estimated from the unidimensional model were within acceptable bias levels. Gray shaded boxes indicate cases where average fit was within the recommended value of acceptable fit (≥ .95).

\(^a\)Conditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions, the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.

\(^b\)Difference in fit is the average bifactor model fit index – the average unidimensional model fit index; differences >.10 are bolded.
The difference in CFI and TLI model fit values between the bifactor model and unidimensional model is further examined in Figure 4.9. Figure 4.9 plots the difference in average CFI (i.e., ΔCFI) and TLI (ΔTLI) by ECV within each PUC condition. Within Figure 4.9, a reference line has been placed at the ΔCFI and ΔTLI mark of 0.01. As shown in Figure 4.9, the pattern in the difference in fit across the three PUC values was similar. As expected, the difference in CFI and TLI values was highest at the lowest ECV values and became substantially smaller at the highest ECV values. In general, as ECV increased, the difference in fit between the unidimensional model became smaller. This pattern was more pronounced for the conditions in which the magnitude in loadings across the method factors was balanced.

In this study, by definition of PUC and ECV, the most “unidimensional structure” occurred when PUC was 0.73 and ECV was 0.88 (Figures 4.9c and 4.9f). Under this condition, the difference between the bifactor and unidimensional models was small, with a difference in average CFI and TLI of 0.03. The least unidimensional structure occurred when PUC was 0.48 and ECV was 0.50 (Figure 4.9b). The difference in fit between the bifactor and unidimensional model at this condition was large, with a difference of 0.16 in CFI and 0.20 in TLI. However, the largest overall difference in both CFI and TLI occurred when PUC was 0.54 and ECV was 0.50 (Figure 4.9a). In this condition, the difference in CFI and TLI between the bifactor and unidimensional model was 0.25 and 0.32, respectively. Across all graphs depicted in Figure 4.9 the pattern in the difference in fit between CFI and TLI between the bifactor model and unidimensional model was largest when PUC was 0.54, narrowed when PUC was 0.48, and was closest when PUC was 0.73.
Table 4.6 lists means and standard deviations of AIC and BIC values obtained for the bifactor model and unidimensional model. The table is organized by PUC value with ECV ordered highest to lowest within each PUC. The actual value of AIC and BIC is not informative for model fit purposes. Instead, the comparison of AIC and BIC between models offers information regarding model selection, with lower values indicating better model-data fit. More specifically, Raftery (1995) has suggested AIC/BIC differences between models less than 10 (<10) as indicating practical improvement in model fit.

Table 4.6 lists the differences in the average AIC and BIC values between the bifactor model and the unidimensional model to compare to this guideline.

**Figure 4.9** Difference in Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI) between the Bifactor Model and the Unidimensional Model by Explained Common Variance (ECV), Percent of Uncontaminated Correlations (PUC), and Loading Type for Normally Distributed Data. Reference line placed at a difference of 0.01.
In all conditions, the difference in AIC and BIC exceeded the <10 threshold, favoring the bifactor model. There are two conditions in which BIC, on average, was lower for the unidimensional model compared to the bifactor model. This occurred when PUC was 0.48 and ECV was 0.74 and when PUC was 0.73 and ECV was 0.79. Both conditions were associated with ECV values that indicated acceptable bias in general factor loadings estimated from the unidimensional model, with the PUC of 0.48 and ECV of 0.74 being right at the acceptable bias threshold. Although BIC is lower for the unidimensional model in these conditions, the difference does not meet the <10 threshold set by Raftery (1995).

Figure 4.10 shows the difference in AIC and BIC (i.e., ΔAIC and ΔBIC) between the bifactor and unidimensional model across PUC and ECV values. A reference line has been placed at the -10 mark. Patterns between AIC and BIC were similar. However, compared to CFI and TLI, there was a slightly more inconsistent pattern between the values of ECV and the difference in AIC and BIC between the bifactor and unidimensional model. When balanced loadings were present across the method factors, higher ECV values were associated with smaller differences in average AIC and BIC values. However, when unbalanced loadings were included across the method factors, higher ECV values were associated with larger differences in both AIC and BIC. For example, when PUC was 0.54 (Figure 4.10a and Figure 4.10d), and method factor loadings were unbalanced (i.e., loadings of 0.3 on the positively worded item method factor, 0.5 on the negatively worded item method factor), the difference in AIC between the models was -192.72 and -142.15 for BIC when ECV was 0.60. In this same condition
<table>
<thead>
<tr>
<th>PUC (N_p:N_n)</th>
<th>ECV</th>
<th>Bifactor Model</th>
<th>Unidimensional Model</th>
<th>Difference^b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>0.54 (6:6)</td>
<td>0.84</td>
<td>14315.54</td>
<td>103.19</td>
<td>14517.84</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>16088.74</td>
<td>99.69</td>
<td>16291.05</td>
</tr>
<tr>
<td></td>
<td>0.74a</td>
<td>13551.53</td>
<td>98.25</td>
<td>13753.84</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>12766.68</td>
<td>104.30</td>
<td>12968.98</td>
</tr>
<tr>
<td></td>
<td>0.60a</td>
<td>15665.75</td>
<td>95.17</td>
<td>15868.05</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>15223.05</td>
<td>100.56</td>
<td>15425.35</td>
</tr>
<tr>
<td>0.48 (8:4)</td>
<td>0.84</td>
<td>14287.26</td>
<td>101.65</td>
<td>14489.56</td>
</tr>
<tr>
<td></td>
<td>0.77a</td>
<td>13858.98</td>
<td>101.41</td>
<td>14061.28</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>16073.28</td>
<td>98.22</td>
<td>16275.58</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>12727.87</td>
<td>98.59</td>
<td>12930.17</td>
</tr>
<tr>
<td></td>
<td>0.64a</td>
<td>15856.86</td>
<td>97.21</td>
<td>16059.16</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>15188.28</td>
<td>99.24</td>
<td>15390.58</td>
</tr>
<tr>
<td>0.73 (3:6)</td>
<td>0.88</td>
<td>14514.72</td>
<td>103.16</td>
<td>14704.38</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>16209.42</td>
<td>98.09</td>
<td>16399.08</td>
</tr>
<tr>
<td></td>
<td>0.77a</td>
<td>13766.33</td>
<td>104.14</td>
<td>13955.99</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>13532.56</td>
<td>101.32</td>
<td>13722.22</td>
</tr>
<tr>
<td></td>
<td>0.63a</td>
<td>15792.44</td>
<td>97.29</td>
<td>15982.10</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td>15660.52</td>
<td>97.99</td>
<td>15850.18</td>
</tr>
</tbody>
</table>

Note. AIC=Akaike Information Criterion, BIC = Bayesian Information Criterion. Green shaded ECV values indicate conditions in which the average relative bias for the general factor loadings estimated from the unidimensional model were within acceptable bias levels. Gray shaded cells indicate the lower AIC/BIC value.

^aConditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions, the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.

^bDifference in fit is the average bifactor model fit index – the average unidimensional model fit index.

---

Table 4.6 Average AIC and BIC Fit Values for the Bifactor Model and Unidimensional Model: Normally Distributed Data
when ECV was 0.74, the difference in AIC was -395.34 and -344.75 in BIC. Similar patterns were seen within each PUC condition. Within each PUC condition, when balanced factor loadings were present across the method factors, more moderate ECV values (i.e., ECV of 0.66 and 0.72), as opposed to substantially smaller ECV values, were associated with the largest differences between AIC and BIC. Overall, at high ECV values, and when balanced loadings were included on both method factors, AIC and BIC differences tended to be smaller and approached the 10-point difference threshold.

Across PUC values, a similar pattern that was seen with CFI and TLI was also evident in AIC and BIC. By definition of PUC, the most “unidimensional structure” included in this study occurred with PUC was 0.73, while the least “unidimensional structure” occurred when PUC was 0.48. However, similar to the pattern seen with both CFI and TLI, the difference in AIC and BIC, overall, was largest when PUC was 0.54, narrowed when PUC was 0.48, and was closest when PUC was 0.73. This pattern was more pronounced for BIC.
Figure 4.10 Difference in Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) between the Bifactor Model and the Unidimensional Model by Explained Common Variance (ECV), Percent of Uncontaminated Correlations (PUC), and Loading Type for Normally Distributed Data. Reference line placed at a difference of less than 10.
CHAPTER 5
DISCUSSION

The use of both positively and negatively worded items is a common design feature used in scales intended to be unidimensional. However, dimensionality investigations of these scales often result in a rejection of the theorized unidimensional model in favor of multidimensional structures. In recent years, the use of bifactor models to model item wording method effects has become increasingly popular (e.g., Alessandri et al., 2015; Gana et al., 2013; Hyland et al., 2014; Hystad & Johnsen, 2020; Marsh et al., 2010; McKay, Morgan, et al., 2015; Salerno et al., 2017). In the context of item wording method effects, a bifactor model contains a general factor, typically the construct of interest, that explains the covariation among all items contained in the scale, and method factors that capture additional covariation among items due to similar wording.

One of the benefits of the bifactor model is that it can be used to assess the strength and utility of a general factor in relation to specific factors. The comparison may be accomplished through the application of several model-derived indices including explained common variance (ECV), omega hierarchical (omegaH), and the percent of uncontaminated correlations (PUC). In the context of item wording method effects, ECV, omegaH, and PUC can be used to assess the strength of the general factor and provide evidence for essential unidimensionality, effectively evaluating the extent to which the method effects related to item wording are contaminating a scale’s unidimensional property and structure.
Item wording method effects offer unique data conditions that have not been examined in the context of applying ECV, omegaH, and PUC to establish essentially unidimensional models. These unique conditions relate to the unbalanced nature of the method factors frequently found with item wording method effects. In this context, “unbalanced” refers both the number of items (i.e., positively to negatively worded items) that load on each method factor as well as the unbalanced nature of the factor loadings between the method factors, in which it is sometimes found that loadings on the negatively worded item method factor load more strongly relative to those on the positively worded method factor. Additionally, situations in which non-normal distributions associated with the negatively worded items can arise. These unique data conditions and their impact on utilizing the bifactor model-based indices ECV, omegaH, and PUC as indicators of essential unidimensionality were examined in this study.

Previous studies investigating the effectiveness of ECV, omegaH, and/or PUC in the context of establishing essentially unidimensional models have focused on one of two outcomes from utilizing a misspecified unidimensional model, bias in structural coefficients (Gu et al., 2017; Reise, Scheines, et al., 2013) and bias in factor loadings (Bonifay et al., 2015; Rodriguez et al., 2016a). Although these are different outcomes, as noted by Reise, Scheines, et al. (2013), bias in structural coefficients depends, to some degree, on bias in factor loadings. Issues with the structural model are typically traced back to the measurement model, which may include unmodeled sources of covariation among items or observed measures (Brown, 2015). This study focused on the recovery of the measurement model when method factors are ignored by examining bias in factor loadings from a misspecified unidimensional model, as this is where researchers reach
conclusions about the structure of their data for both subsequent analyses (i.e., fitting structural models) and scoring purposes (i.e., the utility of a composite score).

Technical Issues Related to the Bifactor Model

Before addressing the research questions investigated in this study, technical issues and concerns related to the bifactor model are addressed. Although the functioning of the bifactor model was not the primary focus, the results of this study exposed some issues and concerns related to this complex model. First, unexpected results occurred when item level distributions across the negatively worded items were non-normal. Second, model convergence was problematic for the bifactor model in the current study. These findings are informative for both applied researchers utilizing the bifactor model as well as methodologist examining the functioning of bifactor models.

Non-Normally Distributed Data

This study included two conditions to investigate the impact of normality on the effectiveness of using the bifactor model-based indices as indicators of essential unidimensionality. In one condition, all item-level distributions followed a normal distribution, with skewness and kurtosis of approximately zero. A second condition included item-level distributions that were severely non-normal, with skewness of approximately -3.0 and kurtosis of approximately 7.0. Unexpected results were obtained when data were non-normally distributed. Most concerning were the results obtained for the correctly specified bifactor model. Across most conditions, the general factor loadings estimated from the bifactor model were severely biased and underestimated. In this study, all conditions were estimated using MLMV (maximum likelihood with mean and variance adjusted). As this study included five-point ordered categorical data, it was
expected that MLMV would perform adequately in both normal and non-normal data conditions (Maydeu-Olivares, 2017; Rhemtulla et al., 2012). Maydeu-Olivares’ (2017) study on the performance of MLMV included examination of a two-factor model, with extreme non-normality defined as approximate skewness of -2.00 and kurtosis of 3.18, slightly less extreme than what was included in this study. Additionally, the bifactor model represents a more complex measurement model compared to a two-factor model, as in a bifactor model, multidimensionality occurs at the item level (Bader et al., 2021; Rodriguez et al., 2016a).

Few studies have examined the impact of non-normality on the bifactor model. Xinya and Yanyun (2016) examined the impact of non-normality in bifactor models that included one general factor and one specific factor. Their study included item level non-normal distributions with skewness of approximately 2.00 and kurtosis of 7.00, similar to what was included in the current study. One outcome examined in Xinya and Yanyun’s study included bias in factor loading estimates using robust maximum likelihood (MLR) and Bayesian estimation with non-informative priors. For a correctly specified bifactor model, Xinya and Yanyun reported both MLR and Bayesian estimation produced general factor loadings that were slightly underestimated, but within acceptable bias levels. In their study, non-normality was present across all items. The current study focused non-normality on the set of items specified as “negatively worded” items. Results from the current study indicated that, in general, more severe bias was associated with general factor loadings for the negatively worded items as estimated from the bifactor model. Isolating the non-normality to one set of items may have resulted in a structure that was too complex for the bifactor model. Others have noted the complexity of the bifactor
model can lead to problematic results (e.g., Maydeu-Olivares & Coffman, 2006). In addition to model convergence issues, also a noted problem in the current study, the bifactor model can lead to so called “anomalous results” which may include ill-defined specific factors and irregular factor loading patterns across both the general and specific factors (Eid et al., 2017).

Given the unexpected patterns in bias resulting from non-normality, a small subset of data, where PUC was 0.54, was re-examined using WLSMV estimation. Results from this analysis indicated proper recovery of general factor loadings from the bifactor model, with patterns similar to those estimated using MLMV. Estimation method appeared to be a confounding variable in this study. Therefore, results regarding how non-normality impacts the use of bifactor model-based indices are inconclusive. Given the potential role of improper estimation under extreme non-normality, accurate comparisons and conclusions cannot be made regarding the relationship between ECV, omegaH, PUC and essential unidimensionality in this context. Additional studies are needed to examine the role of model estimation in this context. Therefore, results in this discussion are evaluated only for the normally distributed data.

**Model Convergence**

Issues related to model convergence and the bifactor model have been noted in other studies (e.g., Green & Yang, 2018; Maydeu-Olivares & Coffman, 2006). Several distinct features of the bifactor model can impact model convergence, including: the magnitude of the general factor loadings, the number of indicators per specific factor, factor loading variability, and the presence of correlated specific factors (Bader et al., 2021; Green & Yang, 2018). Specially, Green and Yang (2018) have suggested that when
bifactor models follow a “bifactor pure-clustered model” or when all items load on both
the general factor and their designated specific factor, and when uniform factor loadings
are included across the general and specific factors, researcher should expect to encounter
model convergence issues. Green and Yang have suggested that such instances can lead
to empirical underidentification at the population level, which is then manifested as
model nonconvergence at the sample level. In the current study, when the data were
“bifactor pure-clustered models”, convergence rates ranged from 57.9% to 68.7%, similar
to rates reported by Green and Yang (i.e., model convergence less than 70%).

The convergence issues found in conditions characterized as “pure-clustered
bifactor” led to slight instability in the bifactor model in terms of factor loading recovery.
This aligns with a recent simulation study that found general factor loading estimates
from the bifactor model can approach moderate bias levels when model convergence is
poor (Bader et al., 2022). To address concerns with model convergence and the bifactor
model, Green and Yang (2018) suggest including items that measure the general factor
but not a specific factor. A similar condition was included in this study where PUC was
0.73. This condition was defined with only three of the six positive items loading on the
positively worded item method factor and all six negative items loading on the negatively
worded item method factor. This condition resulted in non-problematic
convergence/proper solution rates. Additionally, Green and Yang (2018) recommend
correlating the specific factors to improve model convergence. However, as detailed in
Chapter 3, correlated specific factors were not included in this study, as latent
correlations can lead to concerns with model interpretability and the application of the
bifactor model-derived indices ECV, omegaH, and PUC (i.e., Canivez, 2016; Bonifay et al., 2015; Gignac & Watkins, 2013; Reise, 2012).

Another condition included in the current study that may be considered problematic was the relatively moderate sample size of 500. However, Green and Yang (2018) reported model convergence rates associated with a “pure-cluster” bifactor model that contained uniform factor loadings across the general and specific factors of less than 70% and a sample size of 1,000. In a recent simulation study investigating sample size and bifactor models, Bader et al. (2022) concluded that a sample size of 500 was sufficient to produce non-problematic convergence rates and parameter estimates. Additionally, in their study investigating item wording effects, Gu et al. (2017) reported convergence/proper solution rates of near 100% for the bifactor model in conditions in which the sample size was 500. The distinguishing characteristics of both Bader et al. and Gu et al. were that the population bifactor models included in these studies either did not include uniform factor loadings (Bader et al., 2022), or included only one specific factor in which select items loaded (i.e., a negatively worded item method factor; Gu et al., 2017). Both conditions which, according to Green and Yang, should yield acceptable convergence rates for the bifactor model. Model convergence issues found in the current study appear to be directly related to the type of population bifactor model specified, and not the sample size of 500 used across all conditions.

**Research Question 1: The Relationship between Factor Loading Bias, ECV, omegaH, and PUC in the Context of Item Wording Method Effects.**

In evaluating the effectiveness of utilizing the bifactor model-based indices as indicators of essentially unidimensional models, the general consensus across studies
regarding the use of ECV, omegaH, and PUC is that these indices should be as high as possible in order to treat data as essentially unidimensional. However, what constitutes “high” is likely context dependent given the nature of the data examined. Reise, Scheines, et al. (2013) and Bonifay et al. (2015) offer the most comprehensive evaluation of these indices in the context of essential unidimensionality. From their examination of ECV, omegaH, and PUC, Reise, Scheines, et al. offered the following tentative benchmark for researchers, when PUC is greater than 0.80, the value of the strength indices becomes less important; however, when PUC is < 0.80, ECV >0.60, and omegaH >0.70, parameter bias should be minimal, and a unidimensional model can be used. In their study on the impact of factor loading bias from utilizing a misspecified unidimensional model, Bonifay et al. did not offer a specific benchmark, but noted that when PUC was low, or when data follow a more bifactor structure, the strength of the general factor (i.e., ECV) becomes critically important.

The conditions in this study effectively modeled different conceptualizations of item wording method effects, which were reflected in the varying PUC values included, all of which were lower than 0.80. When PUC was 0.54, each method factor included six items, representing a balanced condition in which both the positively worded and negatively worded item method factors were equal in size. When PUC was 0.48, eight items were specified to load on the positively worded item method factor, and four items on the negatively worded item method factor. In this condition, the positively worded item method factor is substantially larger than the negatively worded item method factor, representing a “weaker” negatively worded item method factor. When PUC was 0.73 only three of the six positive items were specified to on the positively worded item
method factor, and all six negative items loaded on the negatively worded item method factor, representing a “strong” negatively worded item method factor, and a “weaker” positively worded item method factor.

In this study, when the method factors were ignored by fitting a misspecified unidimensional measurement model, additional variance was left unexplained in the data. In general, when this occurs, additional covariation among the items that is not modeled will be “absorbed” into other parts of a misspecified model, resulting in biased parameter estimates (Morin et al., 2020). As expected, in this study, it was shown that treating multidimensional (i.e., bifactor) data as unidimensional by fitting the data to a unidimensional measurement model resulted in biased factor loading estimates (i.e., Rodriguez et al., 2016a). This follows the general notion that unaccounted method variance can mask itself with systematic trait variance of the measured general (or target) construct (Podsakoff et al., 2012). However, results from this study indicated that under certain conditions, data can be treated as essentially unidimensional, and that the degree and nature of the biasing effect differed across the various method factor structures modeled in this study. As such, the results of this study indicated that different patterns of ECV and omegaH values as indicators of essentially unidimensional models emerged as a result of the balanced-unbalanced structure in the data, or more accurately, the varying degrees of strength related to the method factors (i.e., PUC values).

In completely balanced conditions, in which both method factors were equal in size and strength (i.e., equal method factor loadings; PUC of 0.54), the bias in general factor loadings from fitting a unidimensional model was less severe across both item wording types (i.e., positively worded and negatively worded items). In this condition,
the method factors contributed equally to additional item-level variance beyond the
general factor variance. Consequently, general factor loadings from a misspecified
unidimensional model were overestimated to the same extent (i.e., Bonifay et al., 2015;
Rodriguez et al., 2016a). When these method factors were ignored by fitting a
misspecified unidimensional model, uniform bias was experienced across all 12 general
factor loadings, resulting in less severe bias associated with more moderate ECV and
omegaH values. When method factors were balanced both in size and magnitude, the
benchmark set by Reise, Scheines, et al. (2013) generally held, in that ECV >0.60 and
omegaH >0.70 values were associated with negligible bias in general factor loadings
estimated from the unidimensional model. Broadly, this suggests that in balanced
conditions, slightly lower values of ECV and omegaH can indicate acceptable bias in
utilizing a unidimensional model. In other words, the general factor does not have to be
as “strong” when method factors are completely balanced both in size and magnitude in
order to maintain a unidimensional structure.

When unbalanced method factors were included, both in size and magnitude in
loadings, general factor loadings as estimated from the misspecified unidimensional
model across the positive and negative items experienced differential patterns in bias.
More specifically, general factor loadings associated with the “stronger” method factor
were overestimated, and general factor loadings associated with the “weaker” method
factor were underestimated. The general factor loadings, as estimated from the
unidimensional model, tended to be “pulled” towards the items that shared more
covariation or those with stronger local dependence (Liu & Thompson, 2021; Reise et al.,
2007). This holds important implications for the meaning of the “general factor” when
the method factors were ignored, and the data treated as unidimensional. The relationship between the bifactor model and the unidimensional model lies in the equivalency of the general factor between both models, as evidenced by the degree of consistency (or distortion) of the factor loadings between the two models (Reise et al., 2007; Reise, 2012). In this study, when the method factors were unbalanced (both in size and magnitude), the general factor loadings tended to be biased towards the “stronger” method factor. In other words, the general factor became more of a representation of the stronger method factor. Rodriguez et al. (2016a) describe this as a weighted composite defined by the size, and strength in the case of the current study, of the specific factors. For example, in this study, when the method factors were defined by a “strong” negatively worded item method factor, and the bias was severe, the general factor captured more variance associated with the negative items and was more conceptualized as a “negative item construct” rather than the intended general construct.

As a result of the differential bias experienced in unbalanced conditions, the general factor needed to be substantially stronger, as assessed by the associated ECV and omegaH values derived from the bifactor model, to compensate for the over/underestimation of general factor loadings across both the positive and negative items in these conditions. When the negatively worded item method factor was strong both in size and strength (i.e., at PUC conditions 0.54 and 0.73 with unbalanced method factor loadings), the general factor loadings on the negative items, as estimated from the unidimensional model, did not reach acceptable bias levels at the highest ECV and omegaH values associated with these conditions (ECV of 0.77; omegaH of 0.83). This indicates that when one method factor is substantially “stronger” both in size and
magnitude, ECV, as derived from the bifactor model, likely needs to surpass 0.80, and omegaH in excess of 0.85, to indicate the data can be treated as essentially unidimensional.

An interesting pattern developed when the method factors were defined by a more sizeable positively worded item method factor (i.e., PUC of 0.48) but “stronger” negatively worded item method factor in terms of the magnitude in loadings (i.e., loadings of 0.3 on the positively worded item method factor and 0.5 on the negatively worded item method factor). In other words, the size and strength of the method factors were counterbalanced. This counterbalancing effect appears to have helped the unidimensional model better recover the general factor loadings compared to other unbalanced conditions. In this condition, there was less severe bias in the factor loadings for both the positive and negative items when estimated from the unidimensional model, and both item types reached acceptable levels of bias when ECV was 0.77 and omegaH was 0.83.

Compared to ECV, there was a more inconsistent relationship between the values of omegaH and subsequent factor loading bias when the data were fit to the unidimensional model. As noted by Reise, Scheines, et al. (2013) this is because omegaH is more effected by the magnitude of the general factor loadings, while ECV is more related to the strength of the general factor in relation to the specific factors, or method factors in the current study. This inconsistent relationship was evident when examining the relative bias in estimated factor loadings when PUC was 0.48 and 0.73 and the method factor loading patterns were balanced. For example, when PUC was 0.48, an omegaH value of 0.70 was associated with bias in estimated factor loadings from the
unidimensional model that was right at the acceptable threshold, while an omegaH value of 0.75 exceeded the acceptable bias threshold (i.e., greater than |10%|). Examination of each condition’s associated factor loading pattern and ECV value provides further details. The omegaH value of 0.70 is associated with a factor loading pattern of 0.5, 0.3, 0.3 and an ECV of 0.74. In this condition, the general factor is of moderate magnitude but is stronger in relation to the relatively weak method factors. The omegaH value of 0.75 is associated with a factor loading pattern of 0.7, 0.5, 0.5 and an ECV of 0.66. In this condition, the general factor’s loadings are strong, but the method factor loadings are more moderate. This results in a general factor that is not as strong relative to the method factors and therefore a lower ECV value of 0.66. Given the more inconsistent relationship between omegaH and parameter bias when data are fit to a misspecified unidimensional model, it is important for researchers to consider both ECV and omegaH together, and not in isolation, when reaching decisions regarding essential unidimensionality, particularly if the method factors are unbalanced.

A number of findings and recommendations have been proposed as to which values of ECV, omegaH, and/or PUC serve as general guidelines for treating bifactor data as essentially unidimensional. In addition to the benchmark proposed by Reise, Scheines, et al. (2013; PUC < 0.80, ECV >0.60, and omegaH >0.70), Rodriguez et al. (2016a) offered ECV > 0.70 to 0.80, and ECV >0.70 and PUC >0.70 as indicators that bias in factor loadings from a unidimensional model should be minimal, and the data can be treated as essentially unidimensional. Findings from this study suggest there are marked differences in potential thresholds for balanced and unbalanced conditions. In completely balanced conditions, with positively worded and negatively worded item
method factors that are approximately equivalent both in size and strength, more moderate ECV and omegaH values were indicative of essentially unidimensional models, with Reise, Scheines, et al.’s benchmark generally holding true. When the method factors were unbalanced, higher ECV and omegaH values were needed as indicators of essentially unidimensional models, and slightly more robust than what was recommended by Rodriguez et al. A general recommendation based on the results of this study are ECV > 0.80 and omegaH > 0.85 should indicate the use of the unidimensional model is acceptable when the method factors are unbalanced. Furthermore, as detailed in the next section, the actual value of PUC may not be informative as to the degree of expected bias from utilizing a unidimensional model when the structure is unbalanced.

**Research Question 2: The Relationship between ECV and PUC in the context of Item Wording Method Effects**

Both Reise, Scheines, et al. (2013) and Bonifay et al. (2015) noted the importance of the relationship between ECV and data structure (i.e., PUC) in determining when data can be treated as essentially unidimensional. In essence, as PUC increased, both Reise, Scheines, et al., and Bonifay et al., found that lower ECV values were associated with minimal parameter bias from fitting a unidimensional model to data that follows a bifactor structure. Applying this concept to the current study, when PUC was 0.73, lower ECV values should have indicated acceptable bias levels in factor loadings from utilizing the unidimensional model. However, this was not found. In fact, in this condition, the minimum ECV value associated with negligible bias from utilizing the unidimensional model was 0.79. Additionally, overall, the most severe bias in estimated general factor loadings from the unidimensional model occurred within the PUC of 0.73 condition. As
noted, this condition contained a “strong” negatively worded item method factor. This leads to questions about the utility of PUC as an indicator of essential unidimensionality when data follow an unbalanced bifactor structure.

The influence of unbalanced specific factors is emerging in research investigating the use of bifactor models in the context of establishing essential unidimensionality. A recent study from Liu et al. (2022) found that PUC was non-informative as an indicator of essential unidimensionality when unbalanced specific factors were present. “Unbalanced” in Liu et al.’s study referred only to the size of the specific factors (i.e., the number of items specified to load on each specific factor) and not unbalanced in terms of the magnitude of the loadings. Liu et al. found substantial weaker and non-linear relationships between PUC and subsequent parameter bias (structural coefficients in this study) when data that followed a bifactor structure were subsequently fit to a unidimensional model. They noted this was due to the fact that the PUC value from an unbalanced structure depends not just on the overall number of specific factors and items included, but how the items are distributed within the specific factors. In other words, there is a difference in size between specific factors in unbalanced structures. In unbalanced structures, Liu et al. noted that ECV and omegaH were more useful as these indices are direct indicators of general factor strength and saturation in relation to a scale’s items. Additionally, Liu et al. found that the use of omega subscale (ωs) was a useful indicator in the context of unbalanced specific factors. Omega subscale is a measure of the total score variance attributable to the group or specific factors (Liu et al., 2022; Rodriguez et al., 2016a, 2016b). Again, this finding suggests that the strength of the unbalanced specific factors (or method factors in the current study) is a key indicator
of subsequent parameter bias. This “strength” is not necessarily indexed by the specific PUC value.

Both Bonifay et al. (2015) and Reise, Scheines, et al. (2013) noted that a data’s structure is key to establishing the relationship between ECV and/or omegaH as indicators of essential unidimensionality. “Data structure” was indexed by PUC in their studies, and given the completely balanced conditions, they were able to establish a more linear connection between increased PUC and subsequent parameter bias from the unidimensional model. Subsequently, both studies indicated that PUC moderates the relationship between ECV and parameter bias from utilizing a unidimensional model. This “moderating effect” between the data’s structure and the value of ECV as an indicator of essential unidimensionality was found in the current study, however it was not directly tied to a specific PUC value. Rather, the strength of the method factors and how this related to the data’s structure was indicative of subsequent bias in utilizing the unidimensional model. More specifically, the imbalance in strength between the method factors. In this study, conditions in which the negatively worded item method factor was substantially stronger, both in size and magnitude, such as when PUC was 0.73 or when PUC was 0.54 and unbalanced method factor loadings were present, more severe bias was associated with ECV values that are considered strong and indicative of a general factor that explains a substantial portion of the variance across all items (i.e., approximately 0.72 to 0.77). Similar to the findings from Liu et al. (2022), in the current study, the values of ECV, as well as omegaH, as derived from the bifactor model were more informative as to the degree of subsequent parameter bias in the unidimensional model than PUC when method factors were unbalanced both in size and magnitude.
However, the values of ECV and omegaH need to be considered in relation to the structure of the method factors.

The non-informative nature of PUC in unbalanced structures also relates to findings from Gu et al. (2017) in their investigation of item wording method effects. In their study, Gu et al. specified only one method factor associated with negatively worded items, creating an unbalanced structure. The data’s structure or PUC was not considered as a factor in their study. However, considering the total number of items and items specified to load on the negatively worded item method factor, PUC values included in Gu et al.’s study were 0.76, 0.77, 0.90, and 0.91. However, even within the very high PUC values of 0.90, Gu et al. reported severe bias in structural coefficients at ECV values of 0.75. Although not discussed in their study, the unbalanced nature of the method factors likely created the same effect as was found in this study. The additional covariation among the negatively worded items due to the “strong” method factor associated with these items resulted in more severe bias, even when the general factor was considered relatively strong (i.e., high ECV values). In essence, when unbalanced structures are present, the structure of the data is important, but the actual value of PUC appears not to be informative.

**Research Question 3: The Relationship between ECV, PUC, and Model-Fit Indices**

The bifactor model forms a nested structure with the unidimensional model, correlated-factors model, and the higher-order model, with the bifactor model being the most complex of these models and the unidimensional the most parsimonious (Reise, 2012; Reise et al., 2010). Gignac (2016) reported that examining practical change in fit indices that reward model parsimony (e.g., TLI, AIC, and BIC) was useful for examining
the degree to which a bifactor model showed better fit compared to a higher-order model. More specifically, Gignac found the degree to which the bifactor model showed improved fit was directly related to the magnitude of violating the proportionality constraint imposed by the higher-order model. In this study, the degree of misspecification between the bifactor model and unidimensional model is a function of ECV (Reise, Scheines, et al., 2013). As such, this study examined the difference in the degree of fit between the bifactor model and the unidimensional model as a function of both ECV and PUC as these are considered statistics of unidimensionality.

This study examined the relationship between ECV, PUC and the model fit indices that include penalties for model complexity (i.e., reward model parsimony), including CFI, TLI, AIC, and BIC. As expected, results from this study indicated exceptional and near perfect fit for the bifactor model with average CFI and TLI values of approximately 1.00, and differences in AIC and BIC that favored the bifactor model in most conditions. In general, the model fit indices examined in this study performed similarly, in that, at very high ECV values, the difference in fit between the models was close, but in almost all conditions, indicated practical improvement in fit for the bifactor model. In other words, as the general factor became more “unidimensional” by accounting for more variance across all items, the degree of difference in fit between the models became smaller.

The finding that the difference in fit was slightly closer for CFI compared to TLI is consistent with Reise, Scheines, et al.’s (2013) finding that CFI and ECV are closely related (i.e., correlating 0.80 in their study), prompting them to label CFI a promising “unidimensional enough” fit index. Although Reise, Scheines, et al. did not directly
examine CFI as a function of ECV, they found CFI was not as strong a predictor in resulting parameter bias (i.e., structural coefficient bias) when bifactor data were fit to a unidimensional model compared to ECV. Similar findings were evident in this study. While both CFI and TLI reached acceptable levels (i.e., $\geq 0.95$) across several conditions that were also associated with high ECV values that indicated acceptable bias levels in treating the data as unidimensional, several ECV values that indicated acceptable bias from utilizing the unidimensional model did not reach acceptable CFI and TLI values. Similar to Reise, Scheines, et al., this is an indication that the model fit indices CFI and TLI are perhaps unreliable as indicators of subsequent parameter bias and “essential unidimensionality.”

This study included the first examination of AIC and BIC in relation to the bifactor model-based indices ECV and PUC. Slightly more unexpected patterns were seen in the relationship between AIC and BIC with regards to ECV compared to either CFI or TLI. Similar to CFI and TLI, when balanced loadings were present across the method factors, smaller differences were found between the models at the highest ECV values (i.e., as the data became more unidimensional). However, the largest differences in AIC and BIC occurred at more moderate ECV values (0.66 and 0.72) as opposed to the lowest ECV values (0.50 and 0.57). Additionally, when unbalanced factor loadings were included across the method factors, differences in AIC and BIC were smaller at lower ECV values (e.g., 0.60 – 0.64) compared to higher ECV values (e.g., 0.74 – 0.79). In general, this suggests that AIC and BIC are perhaps not as linearly related to ECV as both CFI and TLI. Additionally, the moderate sample size included in this study may have impacted both AIC and BIC. Gignac (2016) reported that AIC and BIC were less likely to
distinguish between the higher-order model and the bifactor model at low to moderate levels of the proportionality constraint violation when the sample size was 500. Ten Berge and Socan (2004) described ECV as a coefficient that represents “closeness to unidimensionality.” Applying the finding from Gignac to the current study, given the more moderate sample size of 500 used in this study, AIC and BIC may have had a harder time recognizing “closeness to unidimensionality” except at very high ECV values. In other words, the more non-linear pattern seen between AIC, BIC, and ECV may be related to the more moderate sample size used in this study.

By definition of PUC (i.e., larger PUC values are indicative of a more unidimensional data structure), it was expected that the overall difference in the model fit indices examined would be inversely related to the PUC value (i.e., largest when PUC was 0.48, smaller when PUC was 0.54, and smallest when PUC was 0.73). However, the difference in fit values between the bifactor model and unidimensional model was largest when PUC was 0.54, narrowed when PUC was 0.48, and was closest when PUC was 0.73. This pattern was consistent across all fit indices examined, CFI, TLI, AIC, and BIC. One reason for this may be related to the elements of the model-implied variance-covariance matrix when unbalanced method factors were present. When PUC was 0.48, the method factors consisted of eight positively worded items and four negatively worded items. The pattern in general factor loading bias as estimated from the unidimensional model indicated an over/underestimation of the factor loadings associated with the positive items and negative items due to the unbalanced nature. This bias pattern is also likely extending to the model implied variance-covariance matrix (Liu & Thompson, 2021). For example, when the bifactor data were fit to the unidimensional model, the
covariances (or correlations in a completely standardized solution) between items as specified in the model-implied variance-covariance matrix ($\hat{\Sigma}$) are the product of the item loadings for each item on the general factor (i.e., $\hat{\delta}_{x1,x9} = \hat{\lambda}_{1G} \hat{\lambda}_{9G}$). The correlations between items from different method factors will appear less biased because of the overestimation of the loadings on the positively worded items and the underestimation of the loadings on the negatively worded items; said another way, the opposite levels of bias “cancel” each other out when estimating the variance-covariance value from the model parameters. In this situation, the model-implied matrix may appear to more closely resemble the true population variance-covariance matrix and the true correlation between the items. Therefore, model fit may appear “closer” in unbalanced conditions because of the over/underestimation of factor loadings on items related to different wording types. In other words, it is possible that model fit may be slightly inflated when unbalanced structures are present.

This finding also suggests, that while the PUC of 0.73 condition is considered the most “unidimensional structure” in this study by definition of PUC, the resulting “narrowing” pattern seen when examining the differences in CFI, TLI, AIC, and BIC in this condition is likely related both to the fact that fewer item correlations are contaminated by both general and method factor variance (i.e., the definition of PUC) and the resulting bias pattern in factor loadings estimated from the unidimensional model, which indicated more severe overestimation for the negative item loadings and underestimation for the positive item loadings. The relationship between the over/under estimation in factor loadings in unbalanced structures may also be related to the findings regarding model-data fit in Gu et al. (2017). The population model used in Gu et al.’s
investigation of item wording method effects consisted of one method factor related only to the negatively worded items, a highly unbalanced structure, that also generated high PUC values. Of note, model-fit in Gu et al. refers to the fit of the structural model. Gu et al. reported a more inconsistent relationship between obtained CFI values and ECV. For example, in one condition in which ECV was 0.89, Gu et al. reported an associated CFI value of 0.983. However, in another condition in which ECV was 0.33, Gu et al. reported an associated CFI value of 0.965. Gu et al. cautioned readers that the use of model fit indices, such as CFI, in selecting the unidimensional model could lead to severe bias.

One potential explanation for such robust CFI values is the relationship between unbalanced structures, the over/underestimation of factor loadings when estimated from the unidimensional model, and its impact on the model-implied variance-covariance matrix. Additionally, Liu et al. (2022) reported a slightly stronger relationship between CFI and subsequent structural coefficient bias when data were fit to a unidimensional model in unbalanced structures ($r = 0.51$) compared to balanced structures ($r = 0.44$).

Overall, the findings of this study as it relates to model-data fit indices, confirm Reise, Scheines, et al.’s (2013), as well as Gu et al.’s (2017), findings that the use of conventional CFA model-data fit indices are not reliable predictors of subsequent parameter bias from utilizing a unidimensional model. Similar to Reise, Scheines, et al., the findings from this study suggest that the use of the bifactor model-based indices, ECV and omegaH, are more useful and informative as indicators of resulting bias in utilizing a unidimensional model when data follow a bifactor structure, compared to conventional model fit indices. Furthermore, the current study’s findings related to the relationship
between model-data fit indices and PUC provides further evidence that PUC may not be a useful index when unbalanced bifactor structures are present.

**Implications for Practice**

**Ignoring Method Factors**

When a bifactor model is found to be the “best fitting” model in the context of item wording method effects, researchers may draw several conclusions. First there may be an assumption that the finding of multidimensionality implies the construct itself is multidimensional, with the added assumption that the identified method factors are, in fact, substantive in nature and related to the general construct. Second, this may prompt researchers to assume that the use of subscale scores either in place of, or in addition to, an overall composite score is needed. Third, researchers may assume that an observed sum score is no longer viable and the bifactor model is needed as a “control” for the method effects in order to generate an “uncontaminated” score. All of these assumptions should be thoroughly evaluated by the researcher prior to selecting the bifactor model as the representation of their data in the context of item wording method effects.

Furthermore, the application of the bifactor model-based indices can provide clarity. Results from the current study indicated the use of both ECV and omegaH were informative as to the degree of subsequent factor loading bias when data, simulated to follow a bifactor structure with two method factors, were fit to a unidimensional model (i.e., the intended structure ignoring the method factors). Previous studies indicated that the use of these indices should be considered in relation to the data’s bifactor structure (Bonifay et al., 2015; Reise, Scheines, et al., 2013; Rodriguez et al., 2016a). In these studies, the data structure was indexed by the PUC value. However, as shown in the
current study, the use of PUC as an informative index related to subsequent parameter bias from utilizing a unidimensional model did not hold when unbalanced method factors were present. However, consideration of the data’s structure is still critical in the application of both ECV and omegaH in the context of item wording method effects. Researchers need to consider the balanced vs. unbalanced nature of the method factors, as higher ECV and omegaH values are needed to indicate when data can be treated as essentially unidimensional when unbalanced method factors are present. “Unbalanced” in this context refers to both the size (i.e., the number of items that load on both the positively worded method factor and negatively worded method factor) and the magnitude of the loadings between the method factors.

In some instances, the bifactor model may represent an overly complex model in the context of item wording method effects, particularly if the general factor is strong (i.e., Rodriguez et al, 2016a). As shown in this study, the bifactor model, and the use of the model-derived indices, can provide a clear direction for researchers to assess the unidimensional nature of their scale, or the extent to which the method factors are contaminating the scale. One concern with method factors in the context of item wording method effects are their potential stability across both scales and populations sampled. Bonifay et al. (2015) noted that when small specific factors, or perhaps nuisance dimensions emerge, "…the apparent structure of the secondary dimensions is less likely to be replicable across studies" (p. 515).

Relatedly, one finding across studies examining item wording method effects is that the nature of the effect is likely scale specific, indicating that the meaning of this effect, and its severity, is different depending on the scale used (Kam, 2018). Looking
within scales, this can also be extended to note that item wording method effects may be sample specific. The Rosenberg Self-Esteem Scale (RSES) is one of the most researched scales for investigating item wording method effects. Across studies, researchers have shown that the method effects associated with the positively and negatively worded items can take different forms and magnitudes depending on the population studied. For example, method effects within the RSES have been identified across both the positive and negative items (e.g., Alessandri et al., 2015; Hyland et al., 2014; Marsh et al., 2010; Michaelides et al., 2016; Salerno et al., 2017), primarily associated with the negative items (e.g., DiStefano & Motl, 2006; Gnambs & Schroeders, 2020), or primarily associated with the positive items (e.g., Wang et al., 2001). Additionally, the method effects associated with the RSES have been characterized as response styles associated with certain personality traits in college-aged students (DiStefano & Motl, 2006; Quilty et al., 2006), found to be related to cognitive ability in school-aged children (Gnambs & Schroeders, 2020; Marsh et al., 2010), and related to life satisfaction and depression in older adults (Lindwall et al., 2012). Furthermore, some have suggested that while method effects within the RSES associated with the positively and/or negatively worded items exist, they are not severe enough to impede treating the data as unidimensional (e.g., Donnellan et al., 2016; Hyland et al., 2014; McKay et al., 2014; Reise et al., 2016). Meanwhile, others have questioned the use of a unidimensional model with the RSES (e.g., Alessandri et al., 2015; Gana et al., 2013; Marsh et al., 2010). These differential findings into the nature and magnitude of item wording method effects suggests that method effects related to item wording are perhaps not stable, therefore, applied
researchers need to fully evaluate the nature and degree to which the unidimensional structure has been contaminated by the method effects.

The results of this study indicated that use of the bifactor model-based indices, specifically ECV and omega hierarchical, provides an effective and objective tool for evaluating the degree to which unidimensionality may be violated due to item wording method effects. Across the research investigating the application of the bifactor model-based indices, ECV, omegaH, and PUC, there is somewhat of a reluctance to provide definitive thresholds for exact levels that indicate essential unidimensionality. One reason for this is the influence that a data’s structure has on the utility of both ECV and omegaH. Broadly within bifactor models, in the case of unbalanced structures, there exist many patterns that may develop both in size and magnitude of the specific factors that can alter the effectiveness of both ECV and omegaH as indicators of essentially unidimensionality (Liu et al., 2022). The context of item wording method effects offers a slightly more finite structure in that the method factors are defined by the item wording (i.e., no more than two method factors will be specified). The following recommendations and guidelines are provided for researchers utilizing unidimensional scales containing both positive and negative items:

- Researchers should fit both a bifactor model and unidimensional model to the data to examine the nature of method effects and the presence of method factors.
- As model fit will likely indicate superior fit to the bifactor model, researchers should carefully examine the factor loading patterns between the general factor and the method factor(s), as well as between the general factor in the bifactor model and unidimensional model.
• Researchers should utilize the bifactor model-based indices for a comprehensive psychometric evaluation. At minimum, these indices should include ECV and omega hierarchical (omegaH). This will assist researchers in evaluating the strength of the general factor in relation to the identified method factor(s), and to assess the degree to which the data are unidimensional.

• As omegaH is more impacted by the magnitude of the factor loadings, ECV and omegaH should be considered together, and in relation to the data’s bifactor structure (i.e., balanced vs. unbalanced method factors), in reaching decisions regarding the unidimensionality of the data.

• If the method factors contain balanced items and approximately balanced loadings across both method factors (i.e., a completely balanced condition), researchers can utilize the benchmark set by Reise, Scheines, et al. (2013), in that ECV >0.60 and OmegaH >0.70 are likely to indicate the data can be treated as essentially unidimensional.

• If unbalanced structures are identified, both in size and magnitude, higher values of ECV and omegaH are desirable. Researchers can use the minimum threshold of ECV >0.80 and OmegaH >0.85 as a tentative benchmark.

• If the data structure, ECV, and omegaH meet the suggested guidelines, researchers can proceed with treating the data as unidimensional by utilizing a unidimensional measurement model in subsequent SEM analyses and/or by computing a composite sum score.

• If non-normality is found, researchers should consider utilizing a categorical estimator such as WLSMV in place of ML-based estimation.
Clearly, if researchers are interested in the functioning of the method factors, they should continue to model the method factors (i.e., the bifactor model) in subsequent analyses. However, if the method factors are found to “contaminate” the unidimensional structure, and a composite score is desired, researchers may conclude that the use of a latent scoring technique, such as estimating factor scores, is needed. In their study on the impact of item wording method effects, Gu et al. (2017) recommended to researchers that if both ECV and omega hierarchical were “large enough”, researchers could utilize a summed composite or total score. If not “large enough,” they recommended researchers proceed with latent variable modeling. In their study, ECV >0.75 was considered as an acceptable threshold. Gu et al. did not offer a recommendation for omegaH. The current study identified omegaH of at least 0.70 in balanced conditions and at least 0.85 in unbalanced conditions as “large enough” to proceed with utilizing a summed composite score. However, researchers should proceed with caution before utilizing a latent scoring technique. More specifically, they should consider what is being captured by the method factors. For example, Reise et al., (2016), in an investigation of the RSES, noted that method factors, and the selection of a bifactor model, resulted primarily from invalid or random response patterns. In this case, Reise et al. cautioned against the use of factor scores noting that “invalid” responses cannot be corrected or adjusted through latent variable modeling. Ultimately, with the application of a unidimensional scale, researchers are interested in capturing the construct measured by the scale. This construct is either measured by the scale or it is not, and if not, researchers should evaluate why. In other words, if the unidimensional scale is severely contaminated by method factors due to item wording, researchers should evaluate the quality of their data before attempting to
score individuals via latent modeling. However, if a latent or factor score is used in place of an observed sum score, researchers should also consider utilizing the $H$ index (i.e., construct replicability) and factor determinacy ($FD$) to fully assess reliability.

**The Inclusion of Negatively Worded Items**

The primary reasons for including both positively and negatively worded items in scales designed to be unidimensional are that they are thought to control for the effects of certain response styles (e.g., acquiescence; Baumgartner & Steenkamp, 2001; Cloud & Vaughan, 1970), prevent respondents from engaging in response sets (e.g., Barnette, 2000; Podsakoff et al., 2003), and in some instances, improve scale validity by providing more complete coverage of the construct (Weijters & Baumgartner, 2012). Others have questioned the use of including negatively worded items, noting that it is a “counterproductive” practice as additional response biases can occur (van Sonderen et al., 2013). Furthermore, some have advocated for the use of balanced scales (equal positive to negative items) to maximize the utility of including both item types (e.g., Baumgartner & Steenkamp, 2001; Marsh, 1996).

Results of this study indicated both advantages and disadvantages of a balanced scale. On the one hand, in this study, when the scale was balanced and method factors were also balanced, both in size and magnitude, less severe and more uniform bias in estimated factor loadings were found with both item types when the data were treated as unidimensional. However, when the magnitude of the method factor in a balanced scale became more concentrated on one method factor (i.e., a strong negatively worded item method factor), bias was severe, and the ability to treat the data as essentially unidimensional became increasingly more difficult.
As studies investigating item wording method effects associated with the Rosenberg Self-Esteem Scale have shown, it is difficult to predict the nature of potential method effects related to item wording, as it can take different forms and magnitudes depending on the sample investigated. A promising design feature researchers may consider is to include fewer negatively worded items, particularly if a method effect related to the negatively worded items is expected. In this study, when the scale was unbalanced and contained eight positively worded items to four negatively worded items (i.e., PUC of 0.48), and the loadings on the negatively worded item method factor were larger in magnitude, the biasing effect of treating the data as unidimensional was less severe. In this condition, the estimated factor loadings from the unidimensional model were less severe across both item types. Although the general factor needed to be of substantial strength in this condition (i.e., ECV of 0.77, omegaH of 0.83), the degree of bias between the two item wording types was mitigated due to the counterbalancing effect of method factors that differed in size and strength, leading to slightly better equivalency between the general factors estimated from the bifactor model and the unidimensional model. Similarly, Gu et al. (2017) also recommended researchers carefully consider reducing the number of negatively worded items included in scales.

**The Use of Bifactor Models**

As noted, the results of this study highlighted some of the concerns related to the complexity of the bifactor model, notably issues related to model convergence and when the data was non-normally distributed. These issues resulted in slight instability in the bifactor model in terms of factor loading recovery related to convergence problems and severe underestimation of the general factor loadings as estimated from the bifactor
model (i.e., the true population model) across most non-normally distributed data conditions. However, despite these problematic results, the bifactor model showed exceptional and near perfect fit across conditions (e.g., see Table B.1 in Appendix B). This aligns with other studies indicating good model-data fit for the bifactor model and arguments over the selection of the model based on traditional model fit indices (e.g., Bonifay & Cai, 2017; Greene et al., 2019; Morgan et al., 2015; Murray & Johnson, 2013; Reise et al., 2016). Because of these concerns, it is essential for researchers to fully evaluate the bifactor model through the application of the model-based indices.

This study also exposed the benefits and power of a bifactor model in its usefulness for providing a comprehensive psychometric evaluation of assessments and scales (i.e., Bonifay et al., 2017; Rodriguez et al., 2016a, 2016b). Similar to related studies, this study showed that the bifactor model is a useful and effective model for assisting researchers in evaluating the degree of unidimensionality in their scale (Bonifay et al., 2015; Liu et al., 2022; Reise, Scheines, et al., 2013; Rodriguez et al., 2016a, 2016b). Given the concerns related to the complexity of bifactor models, including convergence issues, it may be beneficial for researchers to consider less complex models for subsequent analyses (i.e., Bonifay et al., 2015). Additionally, the use of composite scores is typically desired when constructs are measured via unidimensional scales. The bifactor model, with its specification of a general construct that explains the covariation among all items, and specific factors (or method factors in this study) that explain additional covariation among sets of items can provide a comprehensive evaluation of the “strength” of the general factor and the utility of a composite score through the application and evaluation of ECV and omega hierarchical (Reise, Bonifay, et al., 2013).
Limitations and Future Research

As with any simulation study, generalizability of the results is directly related to the conditions included. This study included two unbalanced structures related to the size of the method factors (i.e., positive to negative item ratios of 8:4 and 3:6) and two unbalanced structures related to the magnitude of the loadings between the method factors (i.e., loadings of 0.3 on the positively worded method factor and 0.5 on the negatively worded item method factor). Results indicated that the nature of the unbalanced structure is a critical element related to the resulting bias in factor loadings estimated from the unidimensional model. However, different results might have been obtained if, for example, the unbalanced item condition contained a positive to negative item ratio of 9:3 or 7:5. This study, along with the recent contributions of Liu et al. (2022), found that unbalanced specific (method) factor structures can significantly change the minimum ECV and omegaH values associated with identifying essentially unidimensional models. Future research is needed to investigate the discrepancy in the magnitude of the loadings between method factors. For example, are there marked differences found when the method factor loading magnitude differs by 0.5 and 0.6? Or 0.3 and 0.6? Varying loading values in future studies can help to answer this question.

The choice of loading value for the method (specific) factors also relates to the potential role of the omega indices for subscales. As noted by Liu et al. (2022), omega subscale (i.e., the “strength” of the specific factors) was a strong predictor of subsequent parameter bias in unbalanced structures in their study. Omega hierarchical subscale (omegaHS) is also available as a recommended bifactor model-based index. OmegaHS is an estimate of the reliability of a subscale score unique to each specific factor (Rodriguez
et al., 2016a). Gignac and Kretzschmar (2017) proposed the following effect size
guidelines related to omegaHS values: < 0.20 are small, 0.20 to 0.30 are typical, and
>0.30 are large. How these values and the use of omegaHS in relation to unbalanced
structures should be a focus in future research investigating the utility of bifactor model-
based indices in the context of establishing essentially unidimensional models.

Results from this study, in addition to the findings from Liu et al. (2022),
indicated that PUC may be non-informative as an indicator of essential unidimensionality
when unbalanced specific (method) factors are present. The current study included what
are considered “low” PUC values of 0.48, 0.54, and 0.73. Although the inclusion of only
three PUC values is somewhat limited, each of the values included is representative of
PUC values that are typically associated with a bifactor model in the context of item
wording method effects. The only model modification that would generate “high” PUC
values in this context is to specify only one method factor, thereby creating a highly
unbalanced structure. This was the case in Gu et al. (2017) where only a negatively
worded item method factor was included in the population bifactor model, which
generated PUC values as high as 0.91. More recent studies have referred to this model as
the bifactor-(S-1) model (e.g., Eid et al., 2017; Gnambs & Schroeders, 2020). One reason
for the use of this bifactor model specification is that when the data were fit to a
traditional bifactor model (i.e., one general and two method factors), researchers have
identified what Eid et al. (2017) refer to as anomalous results, such as low loadings, non-
significant loadings, or irregular factor loading patterns on one of the method factors.
However, in the context of modeling item wording method effects, some have questioned
the use of this model as it may overestimate the method effect associated with negatively
worded items (Maydeu-Olivares & Coffman, 2006; Marsh et al., 2010). Additionally, in the bifactor-(S-1) model, the unmodeled method factor serves as a reference method to the modeled method factor (Geiser et al., 2008). Therefore, the general factor takes a slightly different interpretation as the common factor associated with the reference method (Geiser et al., 2008). Given both the different interpretation of the general factor, as well as the highly unbalanced bifactor structure created by this model, more research is needed investigating the application of the bifactor model-based indices in this context.

The population model used in this study followed the specifications of a restricted bifactor model in that all items loaded on the general factor and only one method factor (i.e., no cross-loadings). Additionally, all latent variables were orthogonal. While orthogonality is required between general and specific factors (or method factor in this study), it is only recommended between the specific factors in a bifactor model. The primary reason for not considering correlated method factors in this study related to the fact that interpretation of the bifactor model-based indices (ECV, omegaH, and PUC) require these factors to be orthogonal (Canivez, 2016; Bonifay et al., 2015; Gignac & Watkins, 2013). However, several studies utilizing bifactor models in the context of item wording method effects have modeled correlations between the positively and negatively worded item method factors (e.g., Donnellan et al., 2016; Lindwall et al., 2012; Quilty et al., 2006; Rodrigo et al., 2019). Additionally, correlating specific factors is one recommendation for improving model convergence in bifactor pure-clustered models (Green & Yang, 2018). Reise (2012) has cautioned against correlating specific factors noting that this suggests unmodeled general factors are present. However, in the context of item wording method effects, the method factors typically represent nuisance factors
that are unrelated to the general construct. In this sense, it may be reasonable to consider the factors correlated in certain circumstances (Morin et al., 2020). How the inclusion of correlated method factors impacts the estimation of ECV and omegaH should be the focus of future studies. In general, few studies have examined how different data conditions can impact the estimation of ECV and omegaH. Murray et al. (2019) reported that the estimation of ECV and omegaH was not robust when cross-loadings were ignored and estimated via a bifactor CFA model. Furthermore, they also reported that both bifactor exploratory structural equation modeling (ESEM) and exploratory factor analysis (EFA) performed poorly as in estimating both ECV and omegaH. In general, more research is needed to examine how various data factors influence these indices.

The primary outcome investigated in this study included the relative bias in factor loadings estimated from a misspecified unidimensional model. However, other outcomes that have not been investigated in the context of utilizing the bifactor model-based indices to identify essentially unidimensional models include bias in standard errors and coverage. In other words, the accuracy of how well the factor loadings are estimated from the unidimensional model can provide further evidence of the efficacy in treating multidimensional data as unidimensional in this context. Additionally, this study included an examination of select the model-fit indices CFI, TLI, AIC, and BIC in relation to ECV and PUC. Other related studies have also chosen to investigate select model-fit indices, including CFI, RMSEA, and SRMR (Liu et al., 2022; Reise, Scheines, et al.) and CFI and RMSEA (Gu et al., 2017). However, in selecting models in CFA, researchers typically evaluate multiple indices to reach decisions. Future studies should evaluate how all fit indices, including \( \chi^2 \), function in relation to the unidimensional statistics ECV and PUC.
Finally, more studies are needed to investigate the performance of the bifactor model under a variety of data conditions. For example, this study found severe parameter bias when non-normality was present, and a robust ML estimator was utilized. Future studies are needed to examine the role of non-normality and estimation as it relates to bifactor models. For example, how varying degrees of normality impacts the use of different estimators such as robust ML and WLSMV (i.e., Rhemtulla et al., 2012). In general, the bifactor model remains a highly technical and somewhat misunderstood model (i.e., Reise, 2012).

**Summary**

The purpose of this study was to investigate the performance of the bifactor model-based indices, explained common variance (ECV), omega hierarchical (omegaH), and the percent of uncontaminated correlations (PUC), under conditions frequently encountered when item wording method effects are identified, including unbalanced method factors (unbalanced in size and magnitude). Results indicated the unidimensional model can be quite robust when method factors are ignored under certain conditions, particularly if the method factors are found to contribute equally to additional item-level variance. The presence of unbalanced method factors (both in size and magnitude) required a substantially “stronger” general factor, as evidenced by higher ECV (>0.80) and omegaH (>0.85) values, to reach “essentially unidimensional” status. Furthermore, PUC was found to be non-informative as an indicator of essential unidimensionality when unbalanced method factors were present (i.e., Liu et al., 2022). Examination of the relationship between ECV and select model-fit indices indicated that while they are somewhat related (i.e., Reise, Scheines, et al., 2013), ECV, as well as omegaH, are more
reliable as indices in selecting essentially unidimensional models in the context of item wording method effects. In general, results from this study offer applied researchers utilizing unidimensional scales that contain both positively and negatively worded items guidance with how to subsequently treat their data if method factors are identified. Ultimately, item wording method effects may not be as problematic as once feared.
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APPENDIX A

SAMPLE MPLUS SIMULATION CODE

TITLE: THIS IS CODE FOR DATA GENERATION FOR CONDITION 3. !12GEN
LOADING OF 0.5 6POS and 6NEG LOADING OF 0.3

MONTECARLO:
names = u1-u12;
generate = u1-u12(4);
categorical = u1-u12;
nrep = 1000;
seed = 21822;
repsave=all;
save=66NORM_3_rep*.DAT;
nobs = 500;

ANALYSIS:
estimator = WLSMV; !MLMV implemented in a separate analysis.
processors = 4;

MODEL POPULATION:
f1 BY u1-u12@.5; !General factor.
f2 BY u1-u6@.3; !Positive wording factor items 1-6.
f3 BY u7-u12@.3; !Negative wording factor items 7-12.
f1-f3 @1;
f1 WITH f2@ 0; !All factors are orthogonal.
f1 WITH f3@ 0;
f2 WITH f3@ 0;

!Item thresholds !These are for the all items normal data condition.
[u1$1-u12$1*-1.50
u1$2-u12$2*-0.5
u1$3-u12$3*0.5
u1$4-u12$4*1.50];

u1-u12*.66 !Uniqueness terms
TITLE: THIS IS THE BIFACTOR MODEL ANALYSIS FOR CONDITION 3

DATA: FILE IS 66NORM_3_replist.dat;
type=montecarlo;

VARIABLE: NAMES ARE u1-u12;

MODEL:
f1 BY u1-u12*; !General factor. 
f2 BY u1-u6*; !Positive wording factor. 
f3 BY u7-u12*; !Negative wording factor. 
f1-f3@1; 
f1 WITH f2@ 0; !All orthogonal. 
f1 WITH f3@ 0; 
f2 WITH f3@ 0;

ANALYSIS:
estimator=MLMV;

OUTPUT: TECH1;

savedata: results are 66NORM_3_BF_results.DAT;

TITLE: THIS IS THE UNIDIMENSIONAL MODEL ANALYSIS FOR CONDITION 3

DATA: FILE IS 66NORM_3_replist.dat;
type=montecarlo;

VARIABLE: NAMES ARE u1-u12;

MODEL:
f1 BY u1-u12*; !General factor only. 
f1@1

ANALYSIS:
estimator=MLMV;

OUTPUT: TECH1;

savedata: results are 66NORM_3_UNI_results.DAT;
Appendix B

Additional results for non-normally distributed data

Figure B.1 Average Percent Relative Bias in Estimated General Factor Loadings by Explained Common Variance (ECV), Percent of Uncontaminated Correlations (PUC), Loading Type, and Model Type for Non-Normally Distributed Data. Reference lines placed at ±10% to note acceptable bias threshold. Reference line placed at ECV of 0.60 for comparison to Reise, Scheines, et al. (2013)
Figure B.2 Average Percent Relative Bias in Estimated General Factor Loadings by Omega Hierarchical (omegaH), Percent of Uncontaminated Correlations (PUC), Loading Type, and Model Type for Non-Normally Distributed Data. Reference lines placed at ±10% to note acceptable bias threshold. Reference line placed at omegaH of 0.70 for comparison to Reise, Scheines, et al. (2013)
Table B.1 Average CFI and TLI Fit Values for the Bifactor Model and Unidimensional Model: Non-Normally Distributed Data

<table>
<thead>
<tr>
<th>PUC (Np:Nn)</th>
<th>ECV</th>
<th>Bifactor Model</th>
<th>Unidimensional Model</th>
<th>Difference&lt;sup&gt;b&lt;/sup&gt;</th>
<th>ΔCFI</th>
<th>ΔTLI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CFI</td>
<td>TLI</td>
<td>CFI</td>
<td>TLI</td>
<td>M</td>
</tr>
<tr>
<td>0.54 (6:6)</td>
<td></td>
<td>0.74</td>
<td>1.00</td>
<td>0.003</td>
<td>1.01</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.74&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.007</td>
<td>1.00</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.66</td>
<td>1.00</td>
<td>0.002</td>
<td>1.00</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.60&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.006</td>
<td>1.00</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
<td>1.00</td>
<td>0.004</td>
<td>1.00</td>
<td>0.014</td>
</tr>
<tr>
<td>0.48 (8:4)</td>
<td></td>
<td>0.74</td>
<td>1.00</td>
<td>0.002</td>
<td>1.00</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.77&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.005</td>
<td>1.00</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.66</td>
<td>1.00</td>
<td>0.002</td>
<td>1.00</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.64&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.005</td>
<td>1.00</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
<td>1.00</td>
<td>0.003</td>
<td>1.00</td>
<td>0.010</td>
</tr>
<tr>
<td>0.73 (3:6)</td>
<td></td>
<td>0.77&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.004</td>
<td>1.00</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.72</td>
<td>1.00</td>
<td>0.005</td>
<td>1.00</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.63&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.99</td>
<td>0.012</td>
<td>1.00</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.57</td>
<td>0.99</td>
<td>0.011</td>
<td>1.00</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Note. CFI= Comparative Fit Index, TLI = Tucker-Lewis Index. Gray shaded boxes indicate cases where average fit was within the recommended value of acceptable fit (≥ .95).

<sup>a</sup>Conditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions, the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.

<sup>b</sup>Difference in fit is the average bifactor model fit index – the average unidimensional model fit index; differences > .10 are bolded.
Figure B.3 Difference in Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI) between the Bifactor Model and the Unidimensional Model by Explained Common Variance (ECV), Percent of Uncontaminated Correlations (PUC), and Loading Type for Non-Normally Distributed Data. Reference line placed at a difference of 0.01.
Table B.2 Average AIC and BIC Fit Values for the Bifactor Model and Unidimensional Model: Non-Normally Distributed Data

<table>
<thead>
<tr>
<th>PUC (N_p:N_n)</th>
<th>ECV</th>
<th>Bifactor Model</th>
<th>Unidimensional Model</th>
<th>Difference^b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AIC</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>0.54 (6:6)</td>
<td>0.84</td>
<td>14171.84</td>
<td>252.48</td>
<td>14374.14</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>15552.28</td>
<td>230.52</td>
<td>15754.58</td>
</tr>
<tr>
<td></td>
<td>0.74a</td>
<td>13532.13</td>
<td>274.50</td>
<td>13734.44</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>12703.23</td>
<td>269.54</td>
<td>12905.53</td>
</tr>
<tr>
<td></td>
<td>0.60a</td>
<td>15296.64</td>
<td>243.11</td>
<td>15498.94</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>14847.90</td>
<td>239.60</td>
<td>15049.20</td>
</tr>
<tr>
<td>0.48 (8:4)</td>
<td>0.84</td>
<td>14215.54</td>
<td>193.21</td>
<td>14397.84</td>
</tr>
<tr>
<td></td>
<td>0.74a</td>
<td>13846.90</td>
<td>187.41</td>
<td>14049.20</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>12660.47</td>
<td>201.26</td>
<td>12862.77</td>
</tr>
<tr>
<td></td>
<td>0.64a</td>
<td>15570.05</td>
<td>190.86</td>
<td>15772.35</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>14890.23</td>
<td>189.37</td>
<td>15092.53</td>
</tr>
<tr>
<td>0.73 (3:6)</td>
<td>0.88</td>
<td>14425.83</td>
<td>247.22</td>
<td>14615.49</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>15683.02</td>
<td>219.42</td>
<td>15872.68</td>
</tr>
<tr>
<td></td>
<td>0.77a</td>
<td>13777.81</td>
<td>261.10</td>
<td>13967.47</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>13535.71</td>
<td>265.83</td>
<td>13725.37</td>
</tr>
<tr>
<td></td>
<td>0.63a</td>
<td>15439.45</td>
<td>232.76</td>
<td>15629.10</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td>15312.22</td>
<td>232.13</td>
<td>15501.88</td>
</tr>
</tbody>
</table>

Note. AIC=Akaike Information Criterion, BIC = Bayesian Information Criterion. Gray shaded cells indicate conditions where AIC and/or BIC favor the model.

aConditions have unbalanced loadings across the positive and negative wording method factors (PWF, NWF); in these conditions, the positive items loaded 0.3 on the PWF and the negative items loaded 0.5 on the NWF.
bDifference in fit is the average bifactor model fit index – the average unidimensional model fit index.
Figure B.4 Difference in Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) between the Bifactor Model and the Unidimensional Model by Explained Common Variance (ECV), Percent of Uncontaminated Correlations (PUC), and Loading Type for Non-Normally Distributed Data. Reference line placed at a difference of less than 10.