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resource natural language processing problems. Domain-specific problems are defined by

their need to apply task-specific knowledge (implicit/explicit) to generic AI models. For

instance, to detect emerging events in a stream of crisis-related tweets (e.g. Hurricane,

COVID-19 Pandemic), a generic language model (e.g. Word2Vec [51], BERT [52]) can

be fine-tuned using the concepts and relationship in disaster ontology (e.g. empathi [3]).

Low resource problems have few labeled samples and further labeling is difficult in terms

of effort, quality, and time. Consider a case of annotating millions of posts from users in

various mental health communities on Reddit that would require (a) establishing guide-

lines for annotation, (b) training of annotators, (c) resolving conflicts in annotation, and

(d) enriching quality over multiple iterations to achieve high annotator agreement. A study

by Gaur et al. defined a KiL pipeline to annotate such big social data at scale and moved

humans from the role of annotators to evaluators [31].

Figure 1.4 Example KG constructed either from manual effort (A, B, C), automatically
(D, E), or semi-automatically (F). (A) is empathi ontology designed to identify concepts in
disaster scenarios [3]. (B) Chem2Bio2RDF [4]. (C) ATOMIC [5]. (D) Education Knowl-
edge Graph by Embibe [6]. (E) Event Cascade Graph in WildFire [7]. (F) Opioid Drug
Knowledge Graph [8]
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There are various forms of KG that are constructed either through manual effort, auto-

matically, or semi-automatically, as illustrated in Figure 1.4. KG constructed with manual

effort and following expert-defined guidelines are called Ontologies. For instance, in Fig-

ure 1.4 (A), The empathi ontology3 is constructed from archives of the Federal Emergency

Management Agency (FEMA), disaster ontology [53], geonames , and others. The struc-

ture of the ontology is laid out based on the process in which an event is described in

FEMA archives. Figure 1.4 (D) illustrates an Educational Knowledge graph4 constructed

from epubs of Amazon books and other course textbooks to assess a student’s learning out-

come and suggest ways to intervene. These domain-specific KGs are at the core of KiL to

provide necessary information aid for machine learning/deep learning algorithms for do-

main adaptation and reasoning over the outcomes. There are various ways to incorporate

external knowledge that which my dissertation categorizes into (a) Shallow KiL, (b) Semi-

Deep KiL, and (c) Deep KiL. Shallow KiL contextualizes the training examples with expert

knowledge to capture meaningful patterns. Some of the shallow infusion examples include

contextual modeling [54], entity normalization [37] and explainable clustering [55]. Semi-

deepKiL guides the model’s attention in the learning process. It utilizes expert knowledge

concepts as weights or constraints to guide an explainable learning process. This strat-

egy falls short in assisting deep learning models to adjust the high-level abstractions learnt

through multiple layers. Deep KiL, combines the stratified representation of knowledge at

varying abstraction levels to be transferred in different layers of deep learning models [15].

1.0.4 WHO SHOULD READ THE DISSERTATION?

This dissertation is easily accessible to readers with a computer science background, specif-

ically in artificial intelligence, data mining, natural language processing, and information

retrieval. A preliminary understanding of linear algebra, probability, and statistics would

3https://shekarpour.github.io/empathi.io/

4https://www.embibe.com/ai-in-education/articles
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benefit a reader in appreciating the results discussed in the dissertation. This dissertation

is designed to serve as a primer on Knowledge-infused Learning (KiL) which is analogous

to Neuro-symbolic AI5. The target audience for this dissertation is students and faculty in

computer science and interdisciplinary centers on data science. The theory, explanations,

experiment design, and evaluation strategies discussed in the dissertation would benefit stu-

dents and faculties in psychology, social science, linguistics, information systems, mathe-

matics, and computing; the KG is a structural resource of expert knowledge which comes

from research in non-computer science disciplines.

This dissertation can independently serve as a seminar course on Knowledge-infused

Learning, part of Trusted AI, Data Science for Social Good or AI for Social Good. In-

dustry researchers and Practitioners who are interested in exploring knowledge graphs and

ways to infuse it in artificial intelligence can look and borrow lessons from tangible use-

cases, theory, related research, and evaluation strategies to address issues in their respec-

tive fields. The reader may consider this dissertation as a tutorial that provides a detailed

walk-through on KG and its utility in developing knowledge-infusion techniques for inter-

pretable and explainable learning from text, video, images, and graphical data on the web.

The dissertation will motivate the novel paradigm of Knowledge-infused Learning using

computation and cognitive theories. It describes different forms of knowledge, methods for

automatic construction and modeling of KG, and its infusion in current methods and state-

of-the-art techniques in machine or deep learning. Further, it discusses application-specific

evaluation methods for explainability and reasoning using benchmark datasets, real-world

datasets, and knowledge resources that show promise in advancing the capabilities of AI.

In the future directions, the dissertation provides sufficient grounding on KG and robust

learning for the Web and Society.

5https://www.nsf.gov/awardsearch/showAward?AWD_ID=2133842&
HistoricalAwards=false
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1.0.5 DISSERTATION CONTRIBUTIONS AND SCOPE

This dissertation illustrates contribution in creating natural datasets that challenges data-

driven ML/DL algorithms for achieving user-level explainability and interpretability. In

process, the dissertation develop novel computational methods: (a) loss functions, (b) op-

timization functions, (c) retrieval and ranking methods, (d) entity normalization technique,

(e) new domain-specific ontologies and KGs, and (f) evaluation metrics that examine algo-

rithm’s capability to be user-level explainable, interpretable, handle uncertainty and risk,

and context sensitivity. Table 1.2 provide a short summary of the contributions that will be

explained later in the dissertation. The data scope of the dissertation is as follows:

• Reddit Dataset: In the light of recent pandemic, a nascent community of Reddit,

also called subreddit had < 2000 subscribers as reported in December 2019. Start-

ing Janurary 2020, the community showed a startling rise reaching to > 2 Million

subscribers in less than two months. This shows the timeliness, engagement and

outreach that subreddits on Reddit provides to people across the globe. From the

perspective of social good and social impact, the content on such communities7 can

improve development of data-driven AI for proactive decision making. Studies de-

scribed in this dissertation are structured on Reddit. It explored 15 prominent mental

health subreddits, identifying and exploring the support seeking and support provid-

ing roles that users take in such communities, understanding how informative the

conversations between people in a community are, capturing the movement of the

users between communities, how to develop clinical context from noisy conversa-

tions, exploring and exploiting medical knowledge graphs and databases, and how to

effectively utilize clinical questionnaires in social media for reliable decision mak-

ing. The ground-truth Reddit datasets developed and used in this dissertation can be

obtained from following links:

7Talklife, Talkcampus, Twitter, Reachout, etc.
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– All Mental Health Communities: It covers 13 Million posts and > 52 Million

comments from 2005 to 2018.

– Suicide Risk Dataset: It covers mental health professionals’ annotated posts

of 500 users who were judged as people with suicidal tendencies based on

their posts on r/SuicideWatch. The annotation was performed using C-SSRS, a

Columbia Suicide Severity Rating Scale, making it a special and unique dataset

for explainable ML/DL algorithms to detect suicide risk severity.

– Time-Variant Suicide Risk Dataset: This is another format of C-SSRS-based

suicide risk dataset where users’ posts are ordered and annotated by time.

• Twitter Dataset: Along with Reddit, Twitter is another social media platform known

for event-specific tweets. Crisis events are first to be reported on Twitter; thus, crawl-

ing Twitter data for deriving insights and alerting emergency responders is another

impactful application of AI. A study with Dataminr Inc. demonstrates the applica-

bility of domain-specific knowledge in unsupervised event detection in > 80 Million

tweets [24].

• Clinical Diagnostic Interviews: Thiruvalluru et al. identified that there is a discrep-

ancy between what patient report to clinicians and what patient post on social me-

dia [55]. Hence a study on both the communication platforms is required. We utilized

60 minute long clinical interviews of 180 patients created through a Wizard-of-Oz

procedure to extract PHQ-9-related cues for summarizing interviews8.

• Hetergeneous Dialog Datasets: The aforementioned datasets were used to design

KiL-based algorithms for summarization, recommendations, and learning to rank.

These dialog datasets were used to broaden the scope on KiL in conversational AI.

These dataset span various domains where explainability of conversational AI is im-

portant. These are politics and policies, travel, news, mental health, and geography.

8https://dcapswoz.ict.usc.edu/
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Figure 1.5 Technical Contributions (Y) made by KiL to address limitations of current
data driven ML/DL algorithms (X).

Figure 1.5 illustrates the core technical contributions made by KiL in advancing AI, out

of which this dissertation will focus on two specific areas:

• Classification Tasks: It is defined as a class of problems wherein machine learning or

deep learning models are tasked with assigning class labels to unlabeled inputs in the

domain [56]. This dissertation will focus on multi-label and multi-class classification

in problems specific to recommender systems.

• Generative Tasks: It is defined as a problem setting in machine learning or deep

learning where the model is tasked with text generation based on specific constraints,

preventing irrelevant or incoherent generation. This dissertation will focus on neural

text generation for question generation.

This work will primarily look into methods and develop metrics that exercise knowledge

infusion, providing user-level explanations and making models interpretable to end-user.
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