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ABSTRACT

  In recent years, plasma discharge in liquid medium has been a topic of immense 

interest. Theoretical efforts have been pursued to obtain insight on physicochemical 

processes being influenced due to trace water vapor either being present as residual or 

provided at a known concentration. However, studies on discharge at high vapor content 

are limited. In this study, discharge characteristics of plasma in high water concentration 

(> 90%) are investigated experimentally for a pressure range of 1 – 15 Torr to maximize 

vapor loading without condensation. Voltage-current characteristics were obtained over 0-

14 mA of current for each operating pressure; current density was determined to ensure a 

“normal” glow regime of operation. Spatially resolved optical emission spectroscopy was 

also conducted to determine OH, O, H2, and H distribution in the interelectrode separation. 

The normalized intensities of OH and O emission lines are found to be more prominent in 

the positive column, whereas the emission lines of H are most intense in the cathode glow 

region. The electric field distribution along the discharge gap was also measured.  We 

envision that the data obtained from this characterization study will provide valuable data 

for the validation of plasma kinetic schemes associated with water vapor. 

In a continuation in the form of an application, a methodology involving plasma 

optical emission spectroscopy driven by a direct current plasma source is developed to 

quantify water vapor concentration in a gaseous stream. The experimental setup consists 

of a dc driven low-pressure plasma cell in which the emission from the plasma discharge 

is measured by an optical emission spectrometer. The emission from H at 656.2 nm – the 

first transition in the Balmer series was found to be the most sensitive to the water vapor 

concentration in the gas stream. Consistent linear trends of the emission signals with 
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respect to variation in concentration of water are observed for multiple combinations of 

operating parameters. This method has been applied to a vacuum drying process of a mock 

nuclear fuel assembly to quantify the concentration of water vapor during the drying 

process. 

The third part of this dissertation tried to deduce the effect of water vapor on dc 

nitrogen plasma stratification. In general, plasma stratification has been studied for more 

than a century. Despite the many experimental studies reported on this topic, theoretical 

analyses and numerical modeling of this phenomenon have been mostly limited to rare 

gases. In this work, a one-dimensional fluid model with detailed kinetics of electrons and 

vibrationally excited molecules is employed to simulate moderate-pressure (i.e., a few 

Torr) dc discharge in nitrogen in a 15.5 cm long tube of radius 0.55 cm. The model also 

considers ambipolar diffusion to account for the radial loss of ions and electrons to the 

wall. The proposed model predicts self-excited standing striations in nitrogen for a range 

of discharge currents. The impact of electron transport parameters and reaction rates 

obtained from a solution of local two-term and a multi-term Boltzmann equation on the 

predictions are assessed. In-depth kinetic analysis indicates that the striations result from 

the undulations in electron temperature caused due to the interaction between ionization 

and vibrational reactions. Furthermore, the vibrationally excited molecules associated with 

the lower energy levels are found to influence nitrogen plasma stratification and the 

striation pattern strongly. A balance between ionization processes and electron energy 

transport allows the formation of the observed standing striations. Simulations were 

conducted for a range of discharge current densities from ~0.018 to 0.080 mA cm-2, for an 

operating pressure of 0.7 Torr. Parametric studies show that the striation length increases 
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linearly with increasing tube radius but decreases in a non-linear fashion with increasing 

discharge current. The predictions from the model are compared against experimental 

measurements and are found to agree favorably.  

The fourth part of this dissertation studies an application, which employs 

atmospheric pressure dielectric barrier discharge operating in moisture saturated 

continuous airflow as the discharge medium as a prospective method for bacterial 

disinfection from soft surfaces. The effect on two different strains of bacteria: E. coli and 

B. atrophaeus and for three different media for plasma discharge: static, airflow, moisture-

saturated airflow was explored. Optical emission spectroscopy showed the generation of 

OH and reactive nitrogen species in the inter-electrode spacing between the dielectric and 

substrate for discharge in saturated air. The oxidizing ability of OH and H2O2 is primarily 

responsible for improved disinfection. The acidity of the agar medium was analyzed after 

a treatment duration of 25 mins. It was seen that for the case of moisture saturated air as 

the discharge medium, the pH change was observed for the longest radial distance from 

the point of influx. Compared to static conditions, the bacterial load reduction efficiency 

in moisture saturated air was found to be ~1.5 and ~2.5 times higher for E. coli and B. 

atrophaeus, respectively.  

In the final segment of this dissertation, pulsed dielectric barrier discharge in He-

H2O and He- H2O-O2 mixture has been studied in near atmospheric conditions using time 

and spatially resolved photo fragmentation laser-induced fluorescence. The primary goals 

were to detect and quantify hydroxyl radicals and hydrogen peroxide produced in the 2-D 

discharge plane between the dielectric and the ground. The gas temperature was also 

measured via fluorescence spectroscopy of OH (A-X) rotational states and is found to be 
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bounded in the range of 275-300 K. The OH LIF signal is acquired from LIF (using 282 

nm laser) whereas LIF from OH generated solely from H2O2 is measured by subtracting 

the OH LIF signal from the PFLIF signal (using 213 nm+ 282 nm lasers). A known 

concentration of H2O2 in He was used to calibrate for H2O2 whereas the OH was calibrated 

with a kinetic model.  It is observed that for both gas mixtures, there is a gradual decay of 

both OH and H2O2 in the afterglow of the discharge. Furthermore, H2O2 has a prolonged 

existence in the afterglow (> 10 ms) compared to OH radicals, whose fluorescence signals 

cannot be traced after ~3 ms in the case of pure He. This may indicate that the primary sink 

route for OH radicals may be recombination reactions, whereas, for H2O2, it is the 

ambipolar and the convective losses since, unlike OH, H2O2 is not an active free radical. 

The addition of 5% O2 in the He admixture increases the fluorescence intensity of both OH 

and H2O2 in the afterglow, signifying the more dissociative recombination reactions 

involving H, OH, and O radicals produced in the discharge compared to the case without 

added O2.
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PREFACE 

This dissertation reports both qualitative and quantitative analyses of plasma 

containing high water vapor content. Some of the results from this dissertation have been 

published in several journals.  Chapters 2 and 3 have been published in Review of Scientific 

Instruments and Journal of Physics D: Applied Physics, respectively. All necessary 

permissions have been obtained from the respective journals to include the published work 

in this dissertation.  

Each chapter starts with its introduction. An overall introduction is included in 

Chapter 1 to acquaint the reader with the scope of this dissertation.
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CHAPTER 1 : 

INTRODUCTION
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1.1 PLASMAS 

‘Plasmas’ are called the fourth state of matter. In literal terms, the word ‘Plasma’ 

means ‘moldable substance’ or ‘jelly’. The name was first coined by Irving Langmuir in 

1930. Langmuir first came across ‘plasma’ when he was investigating interferences in radio 

waves in the ionosphere.  

Plasmas can have charge separation, but the sum of all charges should be neutral; 

any interaction with plasma will involve a collective effect. The ‘collective effect’ of the 

plasma can be construed by a thought experiment: if some isolated electrons and positive 

charges are moving randomly in a large vacant space and a unidirectional electric field (𝐸⃗ ), 

the isolated electrons would be attracted to the 𝐸⃗ , whereas the positive charges would be 

repelled. But if both the electrons and the positive have large number densities, the 

application of 𝐸⃗  may be negated or reduced due to the electric field generated among the 

charges themselves. In such cases, the ensemble of charges may be called ‘plasma’. It is 

theorized that more than 99% of our physical universe comprises plasma, mostly in the 

form of interstellar ionized gases. 

Plasmas exist in two primary forms: thermal (or equilibrium) and non-thermal (or 

nonequilibrium). Thermal plasmas are those, in which both the electrons and the ions are 

in temperatures higher than 1 eV (or 11,600 K). In other words, both the electrons and the 

ions are in thermal and chemical equilibrium with each other. Nonequilibrium plasmas are 

those in which the electron temperature is much ‘hotter’, i.e., greater than or in the vicinity 

of 1 eV, whereas the ion temperature is close to that of ambient temperature. 

Nonequilibrium plasmas are formed primarily due to the application of an electric field [1]. 
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Due to its ‘nonthermal’ nature, this kind of plasma finds various applications in laboratory 

research and the industry. In nonequilibrium plasmas, ionization is achieved by the 

application of an electric field accelerating electrons and the resulting energetic electrons 

bombarding residual atoms to create charged species. Thus, ionization is achieved at a 

much ‘cooler’ temperature than ‘thermal’ plasmas and the low-temperature kinetics is also 

different from the ‘thermal’ kinetics as well [2]. 

1.2 LITERATURE REVIEW ON PLASMA IN LIQUIDS 

Since the start of the new millennium, there has been a renewed surge in research 

interest in plasma-liquid interactions. Some of the industrial applications of plasma in 

liquids can be found in chemical synthesis, agriculture, plasma medicine, and materials 

synthesis [3]. But even after such a multitude of existing applications, fundamental 

understanding of these processes is hindered by several complexities. Some of the major 

complexities have been mentioned in the 2018 review of plasma physics of liquids [3].  

Different plasma reactors operate in different regimes due to the difference in the plasma 

source itself and also since each plasma reactor is configured uniquely: direct discharge 

between electrodes, gas flow from one of the electrodes forming bubble-discharge, using 

liquid itself as one of the electrodes and many more. Thus, the reaction mechanisms of 

each of the reactor configurations can be vastly different. Additionally, plasma properties 

can be affected by physical and chemical changes to the discharge medium arising from 

the prolonged operation which includes an increase in the concentration of any of the active 

species. 

There is considerable debate over the topic of plasma initiation in liquid medium 

for two theories [4]: either plasmas are initiated due to ionization mechanisms in the liquid 
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phase (like direct impact ionization, Auger effect, etc.) or due to breakdown mechanism in 

low density regions (microbubbles) formed due to electric field or localized Joule heating 

[3, 5]. Both theories are almost of the same level of credence. Additionally, the mechanism 

of plasma propagation post discharge is also vastly unexplored.  

Plasma discharge in liquids often appeared in the form of streamers [6]. These 

discharge streamers supposedly originate from local thermodynamic equilibrium either in 

liquid or due to electron avalanches in successive bubbles [4]. Breakdown in liquids are 

sometimes explained by assuming that the thermodynamic properties of liquids are the 

same as that of a dense gas [7], however, recently this theory has been challenged as some 

electronic, optical, and thermodynamic properties of liquids resembled more to that of a 

semiconductor solid [8]. Phenomena like ionization in liquids can be modeled as the 

excitation of electrons from the valence shell to the conduction shell of a semiconductor 

atom and then accelerated by the electric field. However, while these assumptions work 

for short-time scales, on longer scales, properties like diffusion, drift, and evaporation 

might contribute to the difference between the two models [3, 9]. Additionally, the theory 

of solvated electrons and bubble-initiation mechanism will also not apply to the 

semiconductor/solid model assumption.  

Currently, dielectric barrier discharge (DBD) reactors have widespread 

applications in plasma medicine and water treatment owing to their scalability, and ability 

to generate active species over a large area. However, the fundamentals of ionization wave 

propagation and discharge structure formation in DBD over water surface as the cathode 

are very less known [3, 10-13]. One of the most difficult parameters to deduce for plasma 

modeling that applies to both DBD and glow discharge is discerning the secondary electron 
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mission coefficient (γ). Unlike for metal surfaces, ion-induced γ at water cathode in glow 

discharge occurs is theorized to occur in multiple steps [14]: ion bombardment creating a 

solvated electron, solvated electron, and H3O
+ recombination to release H, this H then 

diffusing to the cathode in the gas phase and then getting ionized to release a secondary 

electron. However, diffusion, being a slow process, sheds doubt on this model. Another 

mechanism postulates that the electrons are released from the anions near the cathode 

which is a comparatively faster process [15]. Nevertheless, the model fidelity will suffer 

for ionic and dielectric liquids [16] and also since these models also account for the 

following: conductivity, solvated electrons at the liquid surface [17], and surface charge 

accumulation [3]. 

In presence of liquid in ‘mist’ or ‘spray’ forms, plasma liquid interactions at the 

interface can be a vastly turbulent zone of bombardment reactions by electron-impact and 

heavy particle and charge transfer reactions as well as strong transport effects. All of these 

processes contribute to the heat and mass transfer in the discharge volume [4]. While H2O 

molecule being electronegative can act as an electron scavenger[18] and thus increase 

breakdown potential, an opposing effect results from other processes like electron 

detachment, secondary electron emission from negative ions, charge transfer reactions 

[19], and enhanced localized electric field near droplets. However, there are still a lot of 

unknown phenomena to investigate in plasma processes in contact with mist including if 

there is any possibility of nanobubble formation [20, 21] that might explain some of the 

observed dynamics.  

Despite all the challenges that have been described in the preceding paragraphs, the 

most significant obstacles since the last decade may have been the diagnosis of the 
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chemical kinetics that govern the initiation and supporting mechanisms of the discharge 

along with a comprehensive study of the species that are produced in these discharges.  

Additional difficulties also arise when it is further needed to deduce the gas phase ion and 

electron emission mechanisms.  

One of the most important active species produced in plasma-water interaction is 

the hydroxyl radical due to its contribution as a strong oxidizing agent in water treatment 

and biomedical fields and as a precursor to the production of hydrogen peroxide. Some of 

the most promising works on OH diagnostics of the last decade have used diagnostics 

methods like optical emissions spectroscopy, broadband UV absorption, and laser-induced 

fluorescence (LIF) [4] to quantify OH in pulsed discharges containing trace water vapor in 

inert carrier gases. In a plasma discharge, the OH density produced is governed by several 

factors: the gas temperature (Tg), electron temperature (Te), degree of ionization, electron 

number density (ne), overall ion number density, the major positive and negative ionic 

species, vibrational temperature, and composition of carrier gases and other admixtures 

containing H2O vapor [22].  

LIF detection of OH in dc corona discharge in the air was studied with and without 

Ar gas flow [23]. It was noted that without added Ar, the discharge emission mostly 

adopted streamer-like structures; the emissions were almost entirely from N2 2nd +ve, 

whereas the fluorescence from OH was very low. Contrary, when Ar flow was added, the 

discharge emission appeared filamentary. The emissions of both OH and N2 2
nd positive 

were detected and the OH LIF signals were stronger than that in the case without Ar. The 

difference in plasma morphology in the two cases is attributed to the difference in 

quenching interaction of OH• excited states between air and Ar* metastable. 
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The OH density had also been measured with laser-induced predissociation 

fluorescence (LIPF) for a pulsed positive corona discharge  [24] and with LIF for a pulsed 

arc discharge [25] in an H2O+O2+N2 mixture. In the case of a pulsed corona, there is a 

higher OH density at the anode resulting from a higher Tg, which favors the OH forming 

heavy-particle reactions. In the rest of the discharge volume, Tg was lesser owing to a 

comparative greater OH recombination reaction rates [24]. In the case of a pulsed arc 

system, it was further observed that the addition of O2 decreased OH lifetime due to 

dissociative recombination among OH, O, and O3 but also increased OH production rate 

due to new heavy particle interaction routes between O* metastable and H2O [25].  

Dilecce et al. measured OH density using LIF in an atmospheric pressure He-H2O 

DBD with LIF for different H2O vapor partial pressures [26]. The LIF excitation de-

excitation scheme employed the OH(A-X) transition: OH(X, v=0) + hνL → OH(A, v”=0,1) 

→ OH(X, v=0) + hνF. The OH density was found using the LIF model as well as chemical 

modeling of the decay trace using rate coefficients of OH dissociative recombination to 

H2O and three-body OH recombination to H2O2. The OH density was found to be in the 

order of 1019 m-3 and found to be strongly dependent on the H2O concentration, whereas 

very loosely dependent on the discharge current. 

Bruggeman et al. measured absolute OH density in atmospheric pressure He-H2O 

rf glow discharge [27] using a 310 nm light-emitting diode and a high-resolution 

spectrometer. However, a maximum water concentration of only 1.1% could be studied 

since the discharge lost stability at higher concentrations. The desired concentration is 

produced in two steps: first, a stream of helium is passed through a bubbler containing 

water, and the outflow from the bubbler is considered to be saturated with water vapor at 
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room temperature; then, a metered flow of fresh helium is added to this saturated stream to 

obtain the desired concentration. The gas temperature (Tg) was measured from the 

rotational temperature (Tr) of the N2(C-B)(0-0) state and the absolute OH concentration 

was determined this Tr; the Stark broadening of H-Balmer lines that could be used to 

measure ne, using optical emission spectroscopy (OES) [28]. The electron number density 

(ne) was found to be the order from 1019-1020 m-3 and Tg was found to be between 345-410 

K. Schroter et al. studied He-H2O in an atmospheric pressure radio-frequency (rf) plasma 

jet with VUV Fourier Transform Absorption Spectroscopy and UB Broadband absorption 

spectroscopy and compared it with zero-dimensional chemical model [26]. Detailed 

kinetics were presented along the discharge path. Initially, OH was formed by electron 

impact dissociation of H2O- which also produced H and H-- as well as ion impact reaction 

of H2O
+ with H2O clusters; OH, is consumed by recombination to H2O2 and H2O. In the 

mid discharge path, OH is formed by heavy particle reactions between H and HO2 and 

consumed by dissociative recombination with H2O2 and HO2. In the afterglow, OH is 

formed by heavy particle interaction between H + HO2 and H+H2O2, however, decay 

reactions dominated through the same recombination reactions at earlier sections.  

Du et al. studied morphology, Tg, OH, and H2O2 densities of atmospheric pressure 

dielectric barrier discharge carrying a maximum water vapor concentration of 2.5% in two 

different carrier gases: He and Ar via ICCD imaging, absorption spectroscopy, and 

colorimetric method [29]. With increasing water concentration, DBD with both gases 

showed more filamentary structures. Tg was observed to increase for higher power but 

remained independent of water loading. OH, density in He+H2O DBD was found to be half 

of that with Ar+ H2O, however, He+H2O showed a square root dependence with H2O 
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concentration, whereas Ar+H2O DBD showed a bell-curve behavior; both discharges 

showed increased OH density with increased power. This is somewhat contrary to [26], 

which stated that OH formation is very weakly dependent on the discharge current. H2O2 

concentration was in Ar+H2O DBD was found to be ~ 4 times that in He+H2O DBD. 

Variations of OH and H2O2 densities between the two gases were attributed to the 

respective kinetics but those had not been discussed in detail.  

Some of the most prominent works on OH detection and quantification with LIF 

had been on atmospheric pressure He-H2O discharges in pin-pin electrode arrangement 

from 2012 to 2014 [29-31]. A frequency-doubled dye laser at 282.6 nm was used to time 

and spatially resolved LIF from OH(A-X) state. The Tg was measured using a Boltzmann 

plot from exciting different rotational states of OH, [24]. This is verified by rotational 

temperature (Tr) obtained from spectrally resolved fluorescence from OH(A) state and 

fitting the spectra with Lifbase [32]. This was under a very common assumption that the 

rotational energy transfer rate is faster than the OH(A) de-excitation rate at atmospheric 

pressure conditions. The electron densities were obtained from the Van der Waals and 

Stark broadening of the Hβ, Hα, and N emission lines at 746 nm. The OH density was 

measured from Rayleigh scattering and a multi-level LIF model and/or a chemical model 

to trace the OH decay in the afterglow. The heavy particle and charge transfer reactions 

factoring for OH production and recombination were discussed. In a comparative analysis, 

absolute OH density was quantified by four independent methods: 4-level LIF model, 6-

Level LIF model, a chemical model, and UV absorption for He-H2O discharge in pin-pin 

electrodes [33]. The OH densities obtained from each method were found to be within the 

experimental accuracy.   
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1.3 PROBLEM STATEMENT  

Despite such attempts to explore plasma discharge in contact with liquids, the 

kinetics of the species involved in the discharge has remained vastly unknown. There is 

still considerable information to be explored regarding the charged species transfer in the 

gas-liquid interface in plasma. Experimental validation of kinetic and transport models of 

humid plasma are very limited as so are the ionic species exchange between the interfaces 

[4, 34]. According to a 2016 roadmap [4], there is a need for the study of several factors in 

plasma-liquid interactions: electron impact reactions with •OH and H2O2, refined ion 

kinetics, neutral kinetics, interfacial transport of charged species with electron impact 

reactions, and energy transport, extensive information on the effect of pH, temperature and 

electric field on liquid phase reactions and vibrational kinetics of H2O and •OH excited 

states. Even though a considerable amount of work has been accomplished regarding gas 

phase diagnostics, the existence of unknown water vapor gradients means that LIF 

measurements require more detailed models regarding collisions of excited states [4]. Also, 

both LIF and OES have to image in multiple measurements instead of single-shot and for 

a non-reproducible plasma, this may create inconsistent results. 

One of the most daunting obstacles with present diagnostics systems is that most 

are not selective to the plasma-induced liquid phase chemistry, which has very short time 

scales and is difficult to control [34]. Surface phenomenon studied in controlled 

environments may not be resemblant to all cases as there is currently a lack of 

understanding for standardization of these techniques [35]. Further challenges lie in reactor 

design for plasma-liquid applications in water treatment and plasma medicine, in which 

plasma-liquid interactions can be studied in a controlled environment [34]. Even though 
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destructive/oxidative capacities of plasmas have been studied for several contaminants, the 

coupling between plasma physics and chemistry associated with the processes is still yet 

to be extensively understood [35].  

1.4 DISSERTATION OUTLINE 

This dissertation attempts to address some of the research needs regarding the 

unknown kinetics in plasma interactions with the highest attainable concentration of water 

vapor. The scope of this dissertation is outlined below: 

Chapter 1 introduces the general problem statement along with the outline of this 

dissertation work. 

Chapter 2 contains the characterization study of dc discharge in low pressure water 

vapor with optical emission spectroscopy along the entire discharge path. It discusses the 

possible excitation transitions and excited metastable species present in a plasma discharge 

in pure water vapor. In addition, it also finds two of the fundamental properties of water 

vapor that had not been reported in the known literature.  

Chapter 3 discusses an application for measuring the dryness of a nuclear cask by 

a non-intrusive method, which employs dc discharge in water vapor contained in a carrier 

gas. 

Chapter 4 finds an observable anomaly in the stratification of positive column of 

dc discharge in air, which is contrary to the classical appearance of striations, which might 

likely be influenced by the presence of water vapor. This observable phenomenon might 

be either due to the quenching effect or due to vibrational kinetics of H2O, however, since 

it is very challenging to model striations in a gaseous mixture of polyatomic molecules, 
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striations were first modeled in N2 only. The role of vibrational excitation reactions in the 

forming of classical striations is discussed in detail.  

Chapter 5 discusses an application for disinfection of soft surfaces using dielectric 

barrier discharge plasma with humid air as a discharge medium. A comparison between 

OES and pH characterization of the treatment media is used to imply what species might 

be produced in the discharge.  

Chapter 6 discusses a modified DBD application of that used in the previous chapter 

to study OH and H2O2 produced in a DBD with He-H2O mixture as discharge medium. 

The OH is measured through a laser-induced fluorescence method with 282.6 nm. The 

H2O2 is measured with photofragmentation laser-induced fluorescence with 213 nm and 

282.6 nm beams. From the known literature, there had been no known previous application 

of photofragmentation LIF to diagnose hydrogen peroxide or any other chemical species 

in the plasma. Finally, the dissertation ends with Chapter 7 as a conclusion with how the 

work done on this dissertation can be continued in the future for research. 
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CHAPTER 2 : 

DC DRIVEN LOW PRESSURE GLOW DISCHARGE IN HIGH WATER 

VAPOR CONTENT:  

A CHARACTERIZATION STUDY 
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2.1 INTRODUCTION 

In recent years, plasma discharge in liquid medium has been a topic of immense 

interest [35]. Theoretical efforts have been pursued to obtain insight into physicochemical 

processes being influenced by trace water vapor either being present as residual or provided 

at a known concentration [36, 37]. However, studies on discharge at high vapor content are 

limited.  

Wilson et al. [38] studied atmospheric glow discharge over a liquid electrode. They 

were able to visualize all the prominent structures of a glow discharge: the anode glow, the 

positive column, and the negative glow. It was found that the discharge was unstable when 

the liquid surface was used as the cathode and vice versa. This is attributed to the negative 

glow being on the liquid surface in such cases. Since the negative glow is at a higher 

temperature, it causes more evaporation which renders the discharge unstable. It was also 

suggested that the chemical mechanisms resulting in the formation of electronegative 

species are a possible cause for the rotation of the discharge structure on the liquid surface. 

Bruggeman et al. [6] studied plasma discharge in liquid for different conductivities 

with the powered electrode shrouded with insulation except for the tip. It was observed that 

for liquid of low conductivity, streamers are directly initiated in the liquid. The optical 

emission spectroscopy (OES) of these streamers shows the OH(A-X), H-Balmer, and O 

lines on the spectrum. For moderate conductivity, heat transfer is facilitated to form a 

bubble at the tip of the powered electrode and the streamers are initiated inside the bubble. 

In addition to the spectral lines viewed for liquid streamers, streamers in bubbles also emit 

spectral lines for nitrogen, namely, N2(C-B) N2
+ and N2(B-A). For even higher 

conductivity, bubbles are initiated at the tip of the powered electrode, but the streamers 



 

20 

mostly formed in the liquid-bubble interface rather than in the bubble itself. The OES is 

similar to that observed for liquid streamers. The electron number density is calculated 

from the broadening of the Hβ spectral line. The rotational temperature measurement from 

OH(A-X) lines was discouraged owing to the low accuracy and the N2(C-B)(0-2) band at 

360–381 nm was recommended instead. Verreycken et al. [39] studied the OES of a pin-

liquid dc glow discharge for different filling gases. It was stated that the most dominant 

OH(A) producing reactions are the electron impact dissociation of H2O
+ and the electron 

impact dissociation of H2O to OH(X) and then subsequent electron impact excitation of 

OH(X) to OH(A). Several heavy particle reactions involving metastable of the filler gas 

molecules with H2O producing OH(A) are provided. He metastables are deemed to be 

highly energetic and these directly ionize H2O on impact contrary to form OH. Electron 

temperature (Te) is calculated from balancing recombination losses of electrons to 

ionization reactions, ignoring diffusion losses. In the positive column, the ne and Te are 

stated to be of the order of 1019 m-3 and 1 eV respectively. Xiong et al. [40] spatially 

resolved absolute OH densities for a similar apparatus via broadband absorption 

spectroscopy. It was assumed that both nOH and Tg have symmetric 2D Gaussian 

distribution in the discharge. For both the water cathode and the water anode, the OH had 

the highest density at the cathode. For the water cathode, the OH density progressively 

decreased from the cathode to the anode as moved further away from the water. However, 

even for the water anode, the highest OH density is observed at the cathode as the highest 

energetic electrons are found in this region compared to the rest of the discharge regime. 

Verreycken et al. [31] spatially resolved OH density in a pulsing discharge in helium with 

an admixture of 0.9% H2O in a pulsing discharge. A high voltage pulser at a frequency of 
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1kHz and pulse duration of 170 ns was used. A Frequency-doubled dye laser (Sirah CBR-

LG-24-HRR), with Rhodamine 6G as the dye, pumped by an Nd:YAG laser at 532 nm was 

used. The laser had a pulse frequency of 1 kHz and an FWHM of 6ns. P1(2) transition of 

the OH[(X, ν”= 0) →(A, ν’ = 1)] at 282.6nm is used to study LIF.  A bandpass filter of 313 

nm ± FWHM 10 nm was used to filter other signals coming from the plasma. Instead of 

calibration, known reaction rate coefficients were used to measure absolute OH density 

from LIF signals. An OH spike in the afterglow is observed even at lower Tg and is 

attributed to recombination reactions since in the afterglow Tg is not enough to sustain 

electronic excitation. 

In this study, discharge characteristics of plasma in high water concentration (> 

90%) are investigated experimentally for a pressure range of 1 – 15 Torr to maximize vapor 

loading without condensation. Voltage-current characteristics were obtained over 0-14 mA 

of current for each operating pressure; current density was determined to ensure a “normal” 

glow regime of operation. Spatially resolved optical emission spectroscopy was also 

conducted to determine OH and H distribution in the interelectrode separation. The 

normalized intensities of OH emission lines are found to be more prominent in the positive 

column and anode, whereas the emission lines of H are most intense in the cathode glow 

region. The electric field distribution along the discharge gap was also measured.  We 

envision that the data obtained from this characterization study will also provide valuable 

data for the validation of plasma kinetic schemes associated with water vapor. 
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2.2 EXPERIMENTAL SETUP 

 
 

Figure 2.1 Experimental setup for low pressure water vapor characterization study 

 

 
 

Figure 2.2 Plasma discharge structure showing negative glow and weak positive 

column 

 

The experimental setup for water vapor characterization is shown in Figure 2.1. A 

dc power supply (Glassman 0-20kV, 300W) is connected in series to a ballast resistor (100 

kΩ), the low-pressure plasma cell, and a shunt resistor (10 kΩ) to measure the discharge 

current. A high voltage probe (North star PVM-4) and an oscilloscope probe (Tektronix 

M12) are used to measure the voltage drops across the discharge and the shunt respectively; 

both the probes are connected to a mixed-signal oscilloscope (Keysight MSO7054B). The 
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discharge is enclosed in a cylindrical plasma cell consisting of a 16.0 cm (maximum 

operable length of 20 cm) long and 3.71 cm outer diameter cylindrical tube of borosilicate 

glass with two stainless steel disc electrodes on the opposite ends.  

The electrodes have a diameter of 0.95 cm. The electrode arrangements are such 

that before conducting the experiments, the inter-electrode distance can be varied. The 

discharge cell is connected to the vacuuming system through ultra-torr conflate flanges. 

Additional fittings include a pressure gauge, a valve connecting the vacuum pump, and an 

inlet valve for supplying freshwater vapor from a liquid reservoir. The pressure is measured 

with a Teledyne Hastings 760s gauge. The vacuum is attained and maintained with an 

Agilent IDP-15 dry scroll vacuum pump. The outer periphery of each stainless-steel 

electrode is wrapped with polyamide tape (Kapton) on the sides to prevent the discharge 

from diffusing in between the glass tube and electrode gap at low pressures. A Nikon 

D7000 digital camera is used to image the discharge over a range of discharge current 

conditions. Each image was captured over an exposure time of 3 seconds with a NIKKOR 

18-55mm f/3.5-5.6G lens with focal length, aperture, and ISO set to 32mm, f/4.5, and ISO-

200 respectively.  

The optical emission spectrum is taken with Princeton Instruments Isoplane SCT-

320 spectrometer with 4 Picos ICCD camera, connected to an optical cable.  A weak 

positive column and an anode glow are observed at larger gaps, whereas, at shorter 

distances only a constricted negative glow is present. The optical emission spectrometer 

constantly monitors N2  (second positive, C3Π- B3Π) peaks in the spectrum to check for 

the presence of air; the leakage of air is mitigated by periodically flushing the system with 

water vapor. 
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2.3 VOLTAGE-CURRENT (V-I) CHARACTERISTICS 

The V-I characteristics of the system are studied for 5 different pressures for an 

inter-electrode spacing of 20 cm as shown in Figure 2.3. V-I characteristics for nine inter-

electrode spacings for each at two different pressures are shown in Figure 2.4. The behavior 

is typical of that of glow discharge in the sense that the discharge voltage (Vd) has a weak 

dependence on the discharge current (Id). In both figures, discharge voltage increases with 

an increase in either pressure (p) or inter-electrode spacing (d) or both. This is because, 

with an increase of either of these parameters, the breakdown voltage increases as depicted 

by p*d going further to the right of the Paschen curve. 

 
 

Figure 2.3 V-I characteristics of water vapor at electrode spacing of 20 cm 
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(a) 

 

 
(b) 

 

Figure 2.4 (a) V-I characteristics of water vapor for various electrode spacings at 7.5 

Torr, (b) V-I characteristics of water vapor at various electrode spacings at 12.5 Torr  

 

 

2.4 PRESSURE-NORMALIZED CURRENT DENSITY  

It is observed that for pressures of 12.5, 15, 17.5, and 20 Torr(s), the cathode glow does 

not cover the entire electrode surface area and with increasing discharge current, an 
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increase in the area of the cathode spot is evident (Figure 2.5a). Calculation of current 

density (J) shows that the current density remains constant throughout the operation (not 

shown here). Calculation of pressure-normalized current density shows that it remains 

fairly constant irrespective of discharge current and operating pressure, Figure 2.5b. Such 

value for water vapor was not present in the literature. Thus, the pressure-normalized 

current density for water with stainless steel electrodes was found to be 0.0954 mA/(cm2. 

Torr2).  

 

 

(a) (b) 

  

Figure 2.5 Measurements of pressure normalized current density for H2O over SS 

electrodes: (a) Variation of cathode discharge area with discharge current and pressure, 

(b) Variation of pressure-normalized current density with discharge current and 

pressure 

 

2.5 ELECTRIC FIELD AND NORMAL CATHODE POTENTIAL DROP 

The electric field (𝐸⃗ ) is calculated by measuring the gradient of discharge voltage (Vd) 

over several electrode spacings (d) at varying pressure conditions. It is seen that for the 

same Id, 𝐸⃗  has a very weak dependence on d, Figure 2.6a.  This may be explained by the 

fact that a lower d, p*d gets less and move towards the left of the Paschen curve lowering 



 

27 

Vd. Thus, since both Vd and d are decreasing, 𝐸⃗  stays unchanged. However, 𝐸⃗  is shown to 

increase with increasing current and pressure, Figure 2.6b. In both cases, Vd has to increase 

to provide a larger current and to compensate for higher collisions, respectively. 

 

  
(a) (b) 

 

Figure 2.6 (a) Variation of Vd vs d for several Id at 17.5 Torr, (b) Variation of 𝐸⃗  with 

Id and pressure 

 

Nominal cathode potential drop (Vn) is a fundamental property of a specific gas in 

glow discharge over a specific electrode material. In our experiment, Vn for H2O over SS 

electrodes is measured at the lowest inter-electrode spacing physically adjustable. In our 

case, it was 0.15 cm from the cathode.  It is measured to be 535 V for water vapor over 

stainless steel electrodes. This is corroborated by Figure 2.7.  
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Figure 2.7 Variation of Vn over Id and operating pressure 

 

2.6 SPATIAL DISTRIBUTION OF Hα AND OH  

Figure 2.8 shows the variation in optical emission spectra of the OH (A-X) band 

and the Hα spectral lines. It is observed that the OH(A-X) emission is the strongest at the 

anode whereas the Hα emission is the strongest at the cathode. This might be due to the fact 

that OH is electronegative and thus would be electrostatically attracted to the anode and 

vice versa. However, another pertinent fact to be noticed is that in the positive column, 

emission from Hα is virtually undetectable, whereas there is still noticeable detection of OH 

(A-X). This might be due to OH having low -temperature kinetics that sustains it at the 

positive column. This can be verified from electron impact cross-sections with H2O, which 

show that the excitation potentials of OH(X) and OH(A) states are ~10 eV whereas that of 

Hα is ~20 eV [41]. All of these cross-sections follow a similar pattern to that of a bell curve. 

It is seen that the maxima of cross-sections of OH(A) is at an electron energy of ~15 eV, 

after which it starts to descend whereas that of Hα is ~100 eV. Since in a dc discharge, Te 

is the highest at the cathode sheath, this may also corroborate why the emission intensity 
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of Hα is the highest in this region. Since at the positive column and at the anode sheath, Te 

is comparatively lower than that at the cathode sheath, emissions from OH(A-X) are the 

highest in these regions since both OH(A) and OH(X) transitions have the larger cross-

sections at comparatively lower electron energy. 

 

 
 

(a) (b) 

  

  
(c) (d) 

  

Figure 2.8 Spatial distribution of (a) OH(A-X) band, (b) Hα peak, (c) OH point peak at 

309 nm, (d) Hα point peak at 656.20 nm across the inter-electrode spacing from the 

anode (left) to the cathode (right) 
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2.7 CONCLUSION 

In the case of characterizing and spatially resolving the optical emissions spectrum 

in high water loading, V-I characteristics for 9 different electrode spacing(s), each for 5 

different pressures(s) were recorded. Discharge area was measured; pressure normalized 

current density (Jn/p
2) was recorded and shown to be constant. Jn/p

2 of water vapor for 

stainless steel electrodes was found to be 0.0954 mA/(cm2. Torr2), which was previously 

unreported in the known literature. The electric field was calculated for several electrode 

spacings, and the normal cathode spot (Vn) was calculated for each reading and shown to 

be constant. Vn of water vapor for stainless steel electrodes was measured to be 535 V. A 

spatial distribution of normalized intensities of two major transitions from electron-impact 

H2O dissociation was accomplished.  

Future work will deal with calculating the gas temperature from optical emission 

spectroscopy and finding the distribution of electron number density across the discharge 

path from Stark broadening with an appropriate model that can handle the low electron 

number density as in low pressure conditions. This poses a somewhat challenge since the 

electron number density at low pressure is too less to be accurately resolved by the 

broadening of H-Balmer lines. 
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CHAPTER 3 : 

PLASMA OPTICAL EMISSION SPECTROSCOPY FOR WATER 

VAPOR QUANTIFICATION AND DETECTION 1 

 

 

 

 

 

 

 

 

 

 

 
1 Tahiyat, M. M., T. W. Knight, and T. I. Farouk, Note: Plasma optical emission 

spectroscopy for water vapor quantification and detection during vacuum 

drying process. Review of Scientific Instruments, 2018. 89(11): p. 116108. 

Reprinted here with permission of publisher, 03/23/2022. 
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3.1 INTRODUCTION 

Spent fuel rods from nuclear reactors are kept in spent fuel pools to lower the 

temperature and radioactivity of the rods. The rods are then transferred to dry cask storage 

where these are shrouded in inert gas and radiation-shielded [42]. Despite being a standard 

industry practice, monitoring moisture content inside dry casks is still hindered by several 

limitations [43] and therefore remains a topic of research interest.  

Many low-temperature processes have been investigated earlier with non-thermal 

non-equilibrium plasma systems, more specifically by the application of helium and air 

plasma jet(s) [44-52].  Yonemori et al. [49] attempted to measure OH density in the air-

helium mixture in an atmospheric pressure plasma helium jet using the laser-induced 

fluorescence (LIF) technique for quantifying OH radicals. Two methods of OH generation 

were considered: OH, from the water vapor in the ambient air due to relative humidity, and 

OH generation from the water vapor present as an impurity in the helium gas. The OH 

radicals produced from ambient water vapor were not observed by LIF. It was proposed 

that this was due to the boundary region between a plasma jet and ambient air containing 

numerous active species, namely O, which rapidly react with the OH radical. Thus, this 

region acted as a fast sink of the OH radicals being produced. Production of OH in a 

nanosecond pulsed filamentary discharge in a He–H2O mixture had also been studied by 

LIF [53]. It was reported that in the low electron-density (~1021 m-3) mode of discharge, 

the maximum OH density was at the center of the discharge filament, while in high electron 

density mode (~1022 m-3), the largest OH density was observed on the periphery of the 

discharge and the core was highly dissociated into atomic ions and OH+. Low-pressure 

helium/water (He/H2O) vapor discharge had been studied for a mercury-free source of 
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ultraviolet (UV) emission [50].  Even though it was found that the He-H2O mixture 

performed better than pure water for generating UV emissions, the optimum conditions for 

maximum vacuum ultra-violet (VUV), ultraviolet (UV) and visible radiations were yet to 

be researched. Furthermore, the dependence of emission intensity as a function of water 

loading was not investigated. A detailed global model of low-temperature atmospheric-

pressure He+H2O plasmas was been presented in [54]. The ionization mechanisms stated, 

however, were the ones, chiefly predominant below 3000 ppm of water in the He+H2O 

mixture. It was conjectured that at higher concentrations of water, ‘electron detachment’ 

could be the decisive factor but it was not elaborated upon in the model.  

In pharmaceuticals research, the freeze-drying process was monitored with a cold 

plasma ionization device [55]. The plasma device consisted of a probe and relied on 

ionization and excitation of nitrogen and water molecules and collecting the associated 

spectrometric signals.  However, no calibration for moisture content with signal intensity 

was given. Also, the procedure was localized and offered more of a qualitative 

determination of the critical stages in a freeze-drying cycle – providing information on 

water presence only. Nanosecond repetitively pulsed (NRP) discharges at atmospheric 

pressure had been studied previously in pure water vapor [56]. The dissociation products 

were analyzed via optical emission spectroscopy and hydrogen production was measured 

as a function of the discharge input power. The strength of the intensity of the Hα line in 

the optical emission spectrum was also emphasized. The temporal evolution of temperature 

and OH density produced was also studied in NRP discharges in pure water vapor [57].  

Determination of water traces in gaseous samples via gas chromatography (GC) had been 

studied with helium ionization detection [51]. However, the pressure dependence and the 
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variation of signal strength at higher concentrations of water were yet to be investigated. 

Hanamura et al. [52] employed a microwave plasma for determining trace water present in 

a solid sample via emission spectroscopy. The study showed that for water analysis, 

hydrogen emission appears to be the most prominent emission line. Oxygen emission was 

useful in cases when sufficient C- containing species do not simultaneously participate in 

reacting with O-containing species. This method, however, suffered from the drawbacks 

that it was not as accurate as more conventional approaches, namely, electrochemical 

methods, nuclear magnetic resonance spectroscopy, mass spectrometry, and gas 

chromatography. Additionally, the calibration needed to be updated/cross-checked on a 

daily basis. 

Thus, there do exist methods in the literature that showed that plasma discharge 

could be used to detect trace amounts of water on a multitude of occasions. In this paper, 

we propose a direct current (DC) driven plasma discharge in conjunction with optical 

emission spectroscopy to not only detect but also give a temporal quantification of water 

vapor in a binary mixture of helium and water vapor. The proposed system is envisioned 

to overcome some of the limitations posed by the previous methods [43]. 

3.2 DESCRIPTION OF THE EXPERIMENTAL APPARATUS 

Figure 3.1 depicts the schematic of the experimental setup for a plasma discharge cell 

together with the ancillaries for the water detection purpose. The plasma chamber consists 

of two solid cylindrical copper electrodes, each with a diameter of 9.53 mm, typically 

maintained at a fixed separation distance of 4 mm. The pressure inside the plasma chamber 

is varied by a vacuum pump. For calibration of water vapor, the carrier gas mixed with 

water vapor was injected into the vacuum chamber as a result of the negative pressure 
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differential created by the vacuum to eliminate the possibility of gas accumulation in the 

piping network. Two calibrated mass flow controllers (MFCs) from MKS Instruments, 

were employed for varying the gas mixture composition for the calibration of the emission 

spectrum. The respective operating ranges of the MFCs for helium gas are 0-200 standard 

cubic centimeters per minute (sccm) and 0-500 sccm. For both the MFCs, the control range 

is from 2 to 100% of full scale (F.S.) with an accuracy of ± 1% of F.S. and repeatability of 

± 0.2 % of F.S.  

 

 
 

Figure 3.1 Schematic representation of the proposed setup for water detection 
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The electrode spacing is varied utilizing bellows. A variable inter-electrode spacing 

provides the capability of striking the plasma over a wide range of pressures, measured 

with a digital pressure gauge (Teledyne Hastings 760s), with a single power supply unit. 

The voltage across the plasma discharge and the shunt is measured with a cathode ray 

oscilloscope (Agilent Technologies InfiniiVision MSO7054B) and a high voltage probe 

(North Star high voltage PVM-4). The emission from the plasma discharge is acquired by 

an optical emission spectrometer (Ocean Optics HR 4000CG-UV-NIR) via an optical fiber 

(QP450-2-XSR) and the emission spectrum is observed and recorded using spectroscopy 

software (‘Oceanview’ from Ocean Optics).  A complete list of instruments has been listed 

in Appendix B. 

The pressure inside the plasma chamber is varied using a two-stage mechanical 

vacuum pump and is measured with a digital pressure gauge. For calibration, the carrier 

gas helium (Praxair UHP 5.0) is mixed with water vapor and then injected into the vacuum 

chamber as a result of the negative pressure differential created by the vacuum to eliminate 

the possibility of gas/water vapor accumulation in the piping network. For formulating 

mixtures having a higher concentration of water, typically the flow of helium is kept low, 

resulting in requiring a subsequently small amount of water to be pumped through the 

syringe (Hamilton 10 ml) via a syringe pump (KD Scientific KDS 200). This ensures the 

complete vaporization of water using the in-house vaporizer. For smaller concentrations of 

water, a higher flow rate of helium is maintained. The liquid water amount is regulated by 

the programmable syringe pump, which injects water directly into the co-current heat 

exchanger where it undergoes flash vaporization and simultaneously mixes with the helium 

gas, producing a gaseous helium-water mixture of known composition(s). Two calibrated 
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mass flow controllers (MFCs), one from MKS Instruments (0-500 sccm) and the other 

from Coastal Instruments (0-200 sccm), were employed independently for varying the 

mass flow rate of helium. The two mass flow controllers were utilized to cover both the 

low and high flow rate (or concentration) regimes. The plasma discharge is initiated and 

maintained via a Spellman (SL60P300) power supply unit. A high voltage probe (North 

Star PVM-4) was used to measure the discharge voltage (Vd) across the plasma. The 

discharge current (Id) was read off by measuring the voltage across a 10kΩ shunt, close to 

the ground. Both  Vd and Id were acquired with a cathode ray oscilloscope.  

 For detecting water vapor concentration, the emission from H at 656.2 nm was 

employed.  The Hα emission is the red visible spectral line generated by a hydrogen atom 

when an electron falls from the third lowest to second lowest energy level; this is the first 

transition in the Balmer series. The H is formed by the dissociation of water vapor to OH 

and H which undergoes further electronic excitation via electron impact reactions. The 

emission from H was chosen for detection purposes because of its very high sensitivity. 

Our experiments showed that even at a concentration of 2 ppm of water vapor, an emission 

from H was observed. It was found that the emission intensity of H was directly related 

to the water concentration level and thus was acquired for a range of water vapor 

concentration(s) in the calibration experiments, in which, the water vapor concentration 

was systematically increased in the gas mixture by injecting a higher amount of water vapor 

into the helium stream a had been explained earlier. 
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3.3 RESULTS AND DISCUSSION 

3.3.1 CURRENT DENSITY MEASUREMENTS 

The first set of experiments was conducted at 16.5 Torr and 2.0 mA since, at these 

conditions, a well-defined structure of plasma is observed, which includes a distinct 

positive column and a negative glow (Figure 3.2). With increasing water content, the 

discharge was observed to radially constrict and at the same time, show reduced emission 

intensity. Since water vapor has lower diffusivity than helium, the discharge undergoes 

radial constriction. The radial constriction also increases the current density resulting from 

a constant discharge current but a far more reduced cathode spot of the negative glow (i.e., 

the cross-sectional area of the negative glow). Furthermore, a higher water concentration 

also results in a diminished positive column. 

 
 

Figure 3.2 Structure of plasma discharge at different water concentrations in the gas 

mixture at operating pressure of 16.5 Torr and discharge current of 2.0 mA 

 

It was observed that for a constant discharge current in the system, the discharge 

constricted almost by a factor of 3.75 for the entire range of moisture loading. Figure 3.3(a) 

shows that the current density follows a fairly strong linear correlation as a function of the 

molar fraction of water. Since the current density of a species is constant for a given 
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composition of the electrode and at a given pressure, this property also has the potential to 

be used for the quantification of water. 

 
(a) 

 

 
(b) 

 

Figure 3.3 (a) Variation of the current density of the mixture with increasing water 

content, (b) Variation of the current density of H2O with increasing water content 
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For validation of the calculated total current density of the system over the 

operational range, the current density of water is calculated from the equation: 𝐽𝑡𝑜𝑡𝑎𝑙 =

(𝐽𝐻𝑒). (𝑋𝐻𝑒) + (𝐽𝐻2𝑂). (𝑋𝐻2𝑂), assuming that the total current density is the algebraic sum 

of the molar fraction of the current densities of each component. Figure 3.3(b) shows that 

the current density of the water remains virtually independent of the molar fraction of water 

in the system, thus, validating the experimentation. 

3.3.2 CALIBRATION PLOTS 

Since helium gas contained 2 ppm of moisture as an impurity, the emission from 

the pure helium plasma discharge showed a peak at 656.2 nm in the optical emission 

spectrum resulting from Hα even when no water vapor is added to the stream. The Hα 

emission is the red visible spectral line created by a hydrogen atom when an electron falls 

from the third lowest to second lowest energy level; this is the first transition in the Balmer 

series. The emission from Hα at different water loading was recorded and the ratio of H to 

He emission intensity is chosen as a calibration marker.  The variation in the calibration 

marker at different water loading(s) was recorded.  

Figure 3.4 shows that the calibration marker follows a very strong linear correlation 

as a function of water and helium flow rate. For sensitivity purposes, the emission of helium 

excited states at different wavelengths was also looked into – the ratio of Hα at 656 nm with 

respect to the other dominant peaks of He(33D) at 587.6, He(31D) 667.8 and He(33S) 706.5 

nm. At lower concentrations, the 667.8 nm and 587.6 nm behave almost identically since 

both these wavelengths pertain to similar electron transitional energies (1s.2p-1s.3d). The 

wavelength at 706.5 nm pertains to a higher electron transition (1s.2p-1s.3s) than the other 

two [2]. Therefore, as the helium concentration is reduced in the gas mixture, the intensity 
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at 706.5 nm decreases significantly faster. The correlation starts to deviate from its strong 

linear behavior with a subsequent increase in the error bars as the water to helium flow 

ratio is increased beyond 0.5. The non-linearity and increase in the uncertainty are 

attributed to the fact that since the partial pressure of water at atmospheric temperature is 

approximately 15 Torr, condensation of water inside the OES chamber occurs at higher 

concentrations, which induces nonlinearity in the system. It should be noted that a slight 

nonlinearity in the emission is observed for the low water mole fraction range (i.e., 0 – 

0.025). Presumably, this is related to the heavy particle reactions between helium and water 

(e.g., Penning ionization, charge transfer, etc.). A definitive understanding of this behavior 

is still being pursued at this stage. Exemplar false-colored images of the plasma discharge 

are also presented in Figure 3.4 as insets. It is apparent that with an increase in the water 

vapor content, the discharge radially constricts and its emission intensity decreases owing 

to both the transport and electronegative behavior of water. The introduction of water in 

plasma reduces the electron density via attachment reactions. The attachment reactions also 

act as an energy sink and reduce the electron temperature, leading to reduced emission. In 

addition, compared to helium, water has lower diffusivity, which contributes to the 

observed constriction as well (Graham’s law of diffusion). However, the emission intensity 

of Hα decreases at a lesser gradient than that of excited states of helium, thus rendering the 

fractional intensity ratio of Hα to that of [Hα + He(x)] to attain a positive slope. 

Four independent experiments were conducted, and the error bars represent the 

standard deviation of the four experimental data set(s). The standard deviation of H/He at 

each molar flow ratio is set as the magnitude of the vertical error bars. Since the actual 

independent variable is the flow rate of water; there is a minor variation in the molar flow 
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ratios of water to helium for the same input flow rate of water in each run. This variation 

results from the manual positioning of the valves to vary the initial flow rate of helium at 

the desired pressure through the OES cell. The standard deviation in the molar flow ratio 

for the respective water flow rate(s) is set as the magnitude of the horizontal error bar.  

 
 

Figure 3.4 Peak normalized emission intensity of Hα as a function of water mole 

fraction at an operating pressure of 16.5 Torr and discharge current of 2.0 mA. The Hα 

emission intensity is normalized by [H+He(33D)], [H+He(31D)] and [H+He(33S)] 

separately 

 

To increase the maximum limit of water loading without possible condensation 

taking place, additional experiments were conducted at 2.0 Torr for 2.0 mA discharge 

current. Under low operating pressure(s), the emissions from the helium excited states are 

slightly different. The emission from He(33S) decreases sharply compared to those from 
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He(33D) and He(31D). At higher water loading the magnitude of emission intensity at 

He(33S) at 706.5 nm reduces to that of background noise.  As a result, at lower pressure 

and higher water loading, the emission from He(33D) and He(31D) are employed as 

detection markers. 

 
 

Figure 3.5 Peak ratio of H to He as a function of water to helium molar flow ratio 

considering the emission intensities from, He(33D) and He(31D) at discharge currents 

of 2.5 mA and 5.0 mA 

 

To determine if the calibration will remain independent of the discharge current, 

the data for two different discharge currents are plotted in the same viewgraph. Figure 3.5 

shows the calibration viewgraphs at a 2.0 Torr operating pressure and discharge currents 

of 2.5 mA and 5.0 mA respectively, considering only the He(33D) and He(31D) emission 

intensities. The role of discharge current on the calibration is investigated owing to the fact 
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that at a higher water concentration, the emission intensity of the helium excited states is 

found to decrease at a constant discharge current.  Increasing the discharge current results 

in an increase in the cross-sectional area of the negative glow. This is because the 

experiments were conducted at the ‘normal glow’ regime in which the current density of 

the discharge maintains a constant electron, ions, and excited states number density value 

[58]. Thus, a higher current means the cross-sectional area of the discharge must also 

increase to keep the current density constant. A larger cross-sectional area/volume of the 

discharge results in a higher spatially averaged emission intensity acquired by the optical 

probe but the relative increase in the intensity of H with respect to that of each of He(33D), 

He(31D), and He(33S) is similar. As a consequence, the normalized intensity remains 

insensitive to the discharge current and pressure.  Figure 3.5 shows that for both discharge 

currents, a linear correlation is maintained well up to the water to helium flow ratio of 1.0.  

The discontinuity in the 1.0 flow ratio region for both the data is due to the experimental 

limitation of supplying a continuous flow of water to the discharge cell. Consequently, the 

experiment cannot be transitioned smoothly from lower to higher concentration range as 

the flow of helium requires adjustments to allow the formulation of higher concentration 

mixtures as well as due to the limitation on the capacity of syringes for maintaining a 

continuous quantifiable flow of water. Water needs to be refilled at around a flow ratio of 

1.0. Thus, the linear pattern is slightly perturbed at that point. Similar to the 16.5 Torr 

pressure condition, when the ratio of water to helium exceeds a certain limit, which in both 

cases appears to be 1.5, the linear correlation starts to deviate. It is also observed from 

Figure 3.5 that for 587.6 nm, the calibration curves at both the currents overlap, denoting 

a discharge current independent calibration process. It further indicates that under 
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circumstances in which, the intensity magnitude of the signature peaks is reduced, the 

discharge current can be increased maintaining the same calibration equation for 587.6 nm. 

Such strong overlapping is not observed in the case of 667.8 nm even though a slight 

overlapping seems to exist at lower concentrations. For clarity, the regression lines have 

not been plotted for these graphs. 

 
 

Figure 3.6 Peak ratio of H to He as a function of water to helium molar flow ratio 

considering the emission intensity from, He(33D) and He(31D) at operating pressure(s) 

of 16.5 Torr and 2.0 Torr 

 

The dependence of operating pressure on the calibration was investigated by 

comparing two sets of data at 2.0 Torr and 16.5 Torr. Figure 3.6 shows that for 587.6 nm, 

the calibration curves for both pressures collapse on top of each other. However, 667.8 nm 

shows no such overlapping. Thus, it can be said that the signal strength at 587.6 nm has 
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fairly strong pressure independence. It is noted that even though the experiments at 16.5 

Torr were carried out at 2.0 mA in contrast to 2.5 mA for the 2.0 Torr case, it had been 

found previously that the 587.6 nm shows discharge current independence. As such, 

comparing experiments run at different currents for establishing pressure independence is 

justified. From a different perspective, Figure 3.6 also corroborates the current 

independence of 587.6 nm since both the plots, even though at different discharge currents, 

have overlapped with each other. 

Conducting the above experiments at 1.0 Torr posed a significant challenge since 

the carrier gas flow had to be kept very small in a continuous flow system to maintain the 

pressure at 1.0 Torr. This also caused the reading from the mass flow controller to go into 

a nonlinear mode of operation. 

 
 

Figure 3.7 Calibration curve encompassing data from discharge currents of 2.5 mA 

and 5.0 mA at a pressure of 2.0 Torr 
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A combined calibration curve is plotted from data points of 587.6 nm for 2.5 mA 

and 5.0 mA, at a pressure of 2.0 Torr in Figure 3.7 since we are mostly interested in the 

behavior at the low-pressure regime. Again, a strong linear relationship is observed with a 

correlation of 97%.  

 
 

Figure 3.8 Calibration plot encompassing data from every excited species from water 

and helium from all conditions 

 

A final calibration plot is made by encompassing the wavelengths from each 

excited species resulting from helium atoms and dissociation of water molecules. The 

corresponding wavelengths have been tabulated in Appendix A.  Figure 3.8 shows the 

calibration plot by taking into account the ratio of emission intensities from H, O, and OH 

with respect to those from the excited state of He for every operating pressure and discharge 

current, studied so far. Since, from previous plots, it had been noted that for 16.5 Torr, 

condensation causes the data points to deviate beyond the flow ratio of 0.5, those 

corresponding data points have been omitted. This is depicted by data points being crowded 
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in the lower concentration regime of the plot. A strong linear correlation is prevalent 

between the peak ratio and the molar flow ratio in Figure 3.8 and thus, it can be used as a 

measure to cross-validate the calibration plot in Figure 3.7. 

3.3.3 HUMIDITY MEASUREMENT 

 
 

Figure 3.9 Diagram illustrating the flow path and components involved in the vacuum 

drying process in a mock nuclear fuel rod assembly. The blue dashed boxes denote the 

location of the vacuum chamber (left) and the plasma OES cell (right) 

 

The plasma discharge cell and the associated diagnostics are connected to a mock 

nuclear fuel rod assembly to acquire and detect real-time gas composition data, 

representative of a vacuum drying process. A schematic of the large-scale experiment with 
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the plasma OES cell connected to it is shown in Figure 3.9. Details of the mock nuclear 

fuel rod drying experiment are provided in [59]. The fuel rod assembly cask, which has a 

volume of 484 liters is wetted with a known amount of water. The cask is then purged and 

pressurized to one atmosphere with helium and then progressively vacuumed in multiple 

stages to promote the drying process. A small stream of outflow gas from the cask is bled 

off into the OES cell, maintained at a pressure of 2 Torr in which, the emission intensity is 

measured.  The details of this experimental setup and procedure have been discussed in 

[59, 60] 

 
 

Figure 3.10 Variation of water concentration as a function of different pressure 

conditions observed by the fuel casket during the vacuum drying process 

 

Figure 3.10 shows the water vapor concentration as a function of vacuum pressure 

in the mock fuel rod assembly. The water concentration was determined from the extensive 

database of the water vapor emission signals for water vapor quantification for ranges of 
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current and pressure showing the variation of H to [H+He(33D)]. It is observed that up to 

~250 Torr, the concentration of water vapor remains mostly unchanged but increases 

exponentially thereafter. The plot also shows that below 30 Torr, the resulting pressure is 

predominantly the partial pressure of water vapor; reconfirmed by measurements by 

relative humidity sensors. It is to be noted that even though the existing signal marker 

database accounts for a maximum of 0.65 mole fraction of water, this database has been 

extrapolated to quantify mole fractions as high as 1.0. The validity of this extrapolation 

stems from the strong linear correlation between the normalized ratio of the signal intensity 

and the concentration of water.  

3.4 CONCLUSIONS 

In summary, a plasma based optical emission spectroscopy technique has been 

developed for detecting and quantifying water vapor concentration in moisture enriched 

flow conditions. The normalized fractional intensity of H was identified to have a strong 

linear dependency on the water vapor content in the gas stream and therefore was selected 

as a detection and quantification marker. It was further found that the normalized intensity 

was independent of the plasma discharge current conditions in the “normal glow” regime 

of operation of the discharge as well as the vacuum operating pressure.  

The proposed method has been applied to characterize outflow gases from a mock 

nuclear used fuel assembly. Based on the experimental outcome, it has been observed that 

the OES has been successful in capturing the physics of the system by portraying the trend 

in the composition of the gaseous mixture with decreasing pressure. 
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In the future, there is scope to investigate the capability of the OES as a mass flow 

meter (MFM) for water vapor. For a fixed setting of the valves, which will allow a specific 

amount of flow of carrier gas, it is potentially possible to calibrate the signals in the OES 

with respect to the absolute amount of water flow rate. The advantage of OES over 

conventional MFM(s) is that OES is not limited by the temperature it can be subjected to. 

The current OES system can also be applied to different gas mixtures like air-water for 

measuring humidity in a non-intrusive method. 
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CHAPTER 4 : 

INSTABILITIES IN MODERATE PRESSURE DC DRIVEN NITROGEN 

GLOW DISCHARGE2 
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4.1 INTRODUCTION 

The self-organized formation of spatial light emission patterns has been a research 

topic due to its impact on various plasma systems operating in low to atmospheric pressure 

range, with either a dc or rf source for a wide range of discharge parameters [61-63]. Self-

organized spatial multi-layered structures – appearing as alternating bright and dark areas 

along the discharge current are usually termed ‘stratification’. Two types of striations have 

been observed: ‘standing’ striations exist in the form of stationary damping oscillations in 

the vicinity of electrodes; ‘moving’ striations exist in the form of traveling waves with 

speeds in the order of 10-103 ms-1 [64].  These striations have been observed at low and high 

gas pressures for dc and rf glow discharges  [65-69]. One of the most commonly observed 

striation patterns is the striated positive column of a dc glow discharge. The ionization 

waves or ion-acoustic waves have been identified to drive the observed phenomenon [62, 

70]. Plasma stratification in dc discharges has been studied extensively in the past [71, 72] 

for low and moderate pressures, at  PR < 10 Torr-cm (P is operating pressure and R is the 

discharge tube radius). In recent years, studies have been conducted for high-pressure 

micro glow discharges at PR up to ~ 25 Torr-cm [68]. Mathematical models, including 

both fluid [73, 74] and kinetic models [62, 65, 69, 75, 76], have been developed to simulate 

the striations phenomena. A comprehensive review of instabilities in molecular and 

electronegative plasmas was presented by Haas [74], who emphasized the importance of 

negative ions in the formation of the striated structures. Nighan and Wiegand [73] further 

demonstrated conditions conducive to electron-attachment processes forming negative ions 

comparable to the electron number density in the system to trigger striations. Recent studies 
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considering kinetic effects [75, 77] have predicted moving striations for monoatomic gases 

where negative ions are not present.  

Arslanbekov and Kolobov [75] conducted two-dimensional simulations of an argon 

dc glow discharge operating at moderate pressure (2 Torr) and high currents (~ 100 mA). 

The model predicted the formation of moving striations near the Pupp boundary resulting 

from the nonlinear dependence of the ionization and excitation rates on electron density 

caused by the “Maxwellization” of the high energy part of the electron energy distribution 

function. In a recent study, the same authors [78] demonstrated the influence of the 

volumetric recombination rate on the striation patterns and structures under similar 

operating conditions. Kawamura et al. [69] conducted particle in cell (PIC) simulations of 

atmospheric pressure dc and rf discharges operating in helium with trace water vapor 

(He/H2O). It was found that bulk recombination and non-local effects can trigger instability 

and plasma stratification. 

Desangles et al. [79] studied the striations in the argon rf discharge using a modified 

electron fluid model with a 0-d Boltzmann solver. A linear stability analysis showed that 

the stratification is driven by Soret and Dufour effects in the electron and electron energy 

transport. The analysis also shows that the striation phenomena strongly depend on the sign 

(i.e., negative versus positive) of the Soret and Dufour fluxes.   In earlier work, Urbankova 

et al. [80] conducted a similar analysis and identified that for moderate/low-pressure dc 

discharge operating in a diatomic gas, the thermal diffusion of electrons plays the most 

critical role in triggering standing wave striations. Hjalmar et al. [81] had computationally 

studied striations in low-pressure rf argon plasma and compared them with experiments; 

however, no discerning factor regarding the formation mechanism of the striations was 
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identified.  Computational analysis of striations in capacitively coupled rf plasma for CF4 

gas was conducted by Liu et al. [82]; the authors attributed the formation of the striation 

structures to the spatially generated local space charge that is formed from the periodic 

acceleration of ions by the rf electric field [82]. Iza et al. [83] conducted two-dimensional 

PIC simulations of plasma display panels, where striations were formed due to a combined 

effect of volume processes and surface charge accumulation. In magnetized micro 

discharges, striations have been observed to appear in both homogeneous and non-

homogeneous magnetic fields [84]. Their analysis shows that the growth of the instability 

is connected to the ionization process and can be suppressed by either increasing the plasma 

density or decreasing the magnetic field. Several numerical studies on the non-local 

electron kinetics leading to striations have also been reported in the literature [85-87]. In a 

recent study, Levko [88] conducted one-dimensional PIC simulations of standing and 

moving striations in low-pressure dc and rf argon discharges; however, no mechanism of 

stratification has been identified. 

Despite many theoretical and modeling studies conducted to elucidate striation 

behavior for several feed gases, modeling striations in diatomic gases has been very 

limited. Sigeneger et al. [89] attempted to study the non-local electron kinetics in spherical 

glow discharges in nitrogen (N2) by solving a spatially inhomogeneous Boltzmann 

equation for a given distribution of the electric field. Thus, self-consistent numerical 

modeling of striations in diatomic gases has not been performed so far.        

In this work, we report the results of a one-dimensional model to simulate 

low/moderate pressure dc glow discharge in nitrogen. A detailed chemistry model is 

assembled that includes elastic scattering, ionization, volumetric recombination, multi-
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level vibrational excitation, and de-excitation, as well as electronic excitation and de-

excitation. The reaction rate constants and transport coefficients of electrons have been 

obtained from a multi-term Spherical Harmonics Expansion (SHE) solution of the local 

Boltzmann equation. This study aims to understand the physicochemical processes 

responsible for plasma stratification in dc nitrogen glow discharge. Experiments are 

conducted to obtain the voltage-current characteristics and record the visual appearance of 

the striations. The presentation in this paper is as follows: Section 2 provides a brief 

description of the discharge system that is being simulated and the mathematical model for 

the same; section 3 details the chemical kinetics; section 4 discusses the experimental 

setup, followed by results and discussions in section 5 and a summary with conclusions in 

section 6.    

4.2 MATHEMATICAL MODEL AND PROBLEM GEOMETRY 

The mathematical model employed provides a 1-D representation of the discharge 

phenomena. The model resolves the temporal and spatial variation/distribution of the 

discharge in the direction perpendicular to the electrode plane (Figure 4.1). The discharge 

model consists of coupled conservation equations for the different species – electrons, ions, 

and neutrals, as well as electron energy.  The electric field is self consistently obtained 

from the solution of Poisson’s equation. An external circuit model is utilized to vary the 

plasma load. The external circuit consists of a simple RC circuit, in which the cathode is 

grounded, and the voltage is applied to the anode through the circuit (Figure 4.1). The 

capacitance, Cp represents the parasitic capacitance (0.1 pF) of the connecting wires in the 

circuit. The ballast resistance, RBallast, is varied to control the discharge current, hence, the 

plasma density. The inter-electrode separation distance (L) is fixed at 15.5 cm and the 
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diameter of each electrode is set as 1.1 cm resulting in a surface area of 0.95 cm2, required 

for calculating the discharge current of the system. Widely used flux boundary conditions 

for electrons, ions, and electron energy is prescribed.  𝛾 = 0.1 is used as the secondary 

electron emission coefficient. 

 
 

Figure 4.1 Schematic of the parallel plate plasma glow discharge circuit together with 

the 1-D computational domain 

 

4.3 MATHEMATICAL MODEL OF THE DISCHARGE 

The details of all the governing equations, boundary conditions, and the external 

circuit model coupling have been reported in our prior publications [90, 91]. Additional 

source terms include the ambipolar losses of electrons, ions, and mean electron energy, 

which are incorporated into the species conservation equation as: 
𝑛𝑒

𝜏𝑑
, 

𝑛𝑖

𝜏𝑑
, 

𝑛𝑒𝜀

𝜏𝑑
, where, n is  
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species number density, subscripts e and i denote electrons and ions respectively, and ε is 

the mean electron energy. The ambipolar diffusion time scale is denoted by 𝜏𝑑(𝑥) =
𝛬2

𝐷𝑎(𝑥)
, 

where 𝛬 =
𝑅𝑡𝑢𝑏𝑒

2.4
is the transverse discharge length (Rtube is the tube or discharge radius) [88, 

92], and Da(x) is the ambipolar diffusion coefficient calculated from [93], where μ is the 

mobility, D is the diffusion coefficient.  

𝐷𝑎(𝑥) =
𝜇𝑒 (

1
∑𝑛𝑖

∑𝑛𝑖 𝐷𝑖) + (
1

∑𝑛𝑖
∑𝑛𝑖 𝜇𝑖)𝐷𝑒

𝜇𝑒 + (
1

∑𝑛𝑖
∑𝑛𝑖 𝜇𝑖)

 

The system of equations is discretized based on the finite element method and is 

solved using a time-dependent solver in COMSOL version 5.3a [94]. A non-uniform mesh 

is employed with denser grids near the electrodes to resolve the sheaths. The domain is 

decomposed with 400 non-uniform grids with higher mesh density near the electrode 

surfaces, for which a grid-independent solution was achieved. The time integration is 

performed using a fully implicit backward difference formula (BDF) with variable time 

stepping. The solutions are obtained using the MUMPS (Multifrontal Massively Parallel 

Sparse) solver. 

4.4 GAS PHASE CHEMICAL KINETICS 

The chemical kinetic model contains both electron-induced and heavy particle 

reactions for nitrogen feed gas. A total of 22 species are considered in the simulations, 

including electrons, ions, vibrational and electronically excited states, and ground-state 

neutrals (see Table 4.1).  
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Table 4.1 Different species considered in the dc driven nitrogen plasma model 

Category Species 

Electrons e 

Ions N+, N2
+, N4

+ 

Vibrationally excited states N2,v=1, N2,v=2, N2,v=3, N2,v=4, N2,v=5, N2,v=6, N2,v=7, N2,v=8, 

N2,v=9, N2,v=10, N2,v=11, N2,v=12, N2,v=13, N2,v=14, N2,v=15 

Electronically excited states N2 (A
3) 

Neutrals N, N2 

 

A total of 73 gas-phase reactions are considered as listed in Table 4.2. They are 

grouped into two categories – electron-induced and heavy particle reactions. The electron-

induced reactions include elastic scattering, vibrational excitation, electronic excitation, 

ionization, recombination, de-excitation reactions, as well as super elastics collisions. The 

heavy particle reactions include charge transfer, de-excitation, dissociation, and 

dissociative de-excitation reactions.  The wall reactions involving the deactivation of the 

excited species at the electrode surfaces are presented in Table 4.3. 

Table 4.2 Gas-phase reaction mechanism 

# Reaction Reaction Rate Coefficient Ref. 

Electron induced reactions 

R1 𝑒 + 𝑁2 → 𝑒 + 𝑁2 𝑓(𝜀) [95] 

R2 𝑒 + 𝑁2 → 𝑒 + 𝑁 𝑓(𝜀) [96] 

R3 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=1 𝑓(𝜀) [95] 

R4 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=2 𝑓(𝜀) [95] 

R5 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=3 𝑓(𝜀) [95] 

R6 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=4 𝑓(𝜀) [95] 

R7 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=5 𝑓(𝜀) [95] 

R8 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=6 𝑓(𝜀) [95] 

R9 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=7 𝑓(𝜀) [95] 
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R10 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=8 𝑓(𝜀) [95] 

R11 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=9 𝑓(𝜀) [95] 

R12 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=10 𝑓(𝜀) [95] 

R13 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=11 𝑓(𝜀) [95] 

R14 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=12 𝑓(𝜀) [95] 

R15 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=13 𝑓(𝜀) [95] 

R16 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=14 𝑓(𝜀) [95] 

R17 𝑒 + 𝑁2 → 𝑒 + 𝑁2,𝑣=15 𝑓(𝜀) [95] 

R18 𝑒 + 𝑁2 → 𝑒 + 𝑁2(𝐴
3𝛴) 𝑓(𝜀) [95] 

R19 𝑒 + 𝑁2,𝑣=1 → 𝑒 + 𝑁2(𝐴
3𝛴) 𝑓(𝜀) [97] 

R20 𝑒 + 𝑁2,𝑣=1 → 𝑒 + 𝑁2 𝑓(𝜀) [97] 

R21 𝑒 + 𝑁2(𝐴
3𝛴) → 𝑒 + 𝑁2,𝑣=1 𝑓(𝜀) [97] 

R22 𝑒 + 𝑁2(𝐴
3𝛴) → 𝑒 + 𝑁2 𝑓(𝜀) [97] 

R23 𝑒 + 𝑁2 → 2𝑒 + 𝑁2
+ 𝑓(𝜀) [95] 

R24 𝑒 + 𝑁2,𝑣=1 → 2𝑒 + 𝑁2
+ 𝑓(𝜀) [97] 

R25 𝑒 + 𝑁 → 2𝑒 + 𝑁+ 𝑓(𝜀) [96] 

R26 2𝑒 + 𝑁2
+ → 𝑒 + 𝑁2 1 × 10−31 (

𝑇𝑔

𝑇𝑒
)
4.5

 Ж [37] 

R27 2𝑒 + 𝑁+ → 𝑒 + 𝑁 1 × 10−31 (
𝑇𝑔

𝑇𝑒
)
4.5

 Ж [37] 

R28 𝑒 + 𝑁4
+ → 2𝑁 + 𝑁2 3.13 × 10−13(𝑇𝑒)

−0.41 [98] 

R29 𝑒 + 𝑁2
+ → 2𝑁 2.36 × 10−14(𝑇𝑒)

−0.51 [99] 

Heavy particle reactions 

R30 𝑁2
+ + 2𝑁2 → 𝑁2 + 𝑁4

+ 1.90 × 10−41 Ж [100] 

R31 𝑁4
+ + 𝑁 → 2𝑁2 + 𝑁+ 1.00 × 10−17 [37] 

R32 𝑁2 + 𝑁2 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

[101] 

R33 𝑁2 + 𝑁2,𝑣=1 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 
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R34 𝑁2 + 𝑁2,𝑣=2 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R35 𝑁2 + 𝑁2,𝑣=3 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R36 𝑁2 + 𝑁2,𝑣=4 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R37 𝑁2 + 𝑁2,𝑣=5 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R38 𝑁2 + 𝑁2,𝑣=6 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R39 𝑁2 + 𝑁2,𝑣=7 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R40 𝑁2 + 𝑁2,𝑣=8 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R41 𝑁2 + 𝑁2,𝑣=9 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R42 𝑁2 + 𝑁2,𝑣=10 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R43 𝑁2 + 𝑁2,𝑣=11 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R44 𝑁2 + 𝑁2,𝑣=12 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R45 𝑁2 + 𝑁2,𝑣=13 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R46 𝑁2 + 𝑁2,𝑣=14 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 
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R47 𝑁2 + 𝑁2,𝑣=15 → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R48 𝑁2 + 𝑁2(𝐴
3𝛴) → 2𝑁 + 𝑁2 

6.2 × 10−9 × (𝑇𝑔)
−1.6

× 𝑒𝑥𝑝 (
−113000

𝑇𝑔
) 

* 

R49 𝑁2 + 𝑁2,𝑣=1 → 2𝑁2 0.80 × 10−27 [102] 

R50 𝑁2 + 𝑁2,𝑣=2 → 𝑁2,𝑣=1 + 𝑁2 1.80 × 10−27 [102] 

R51 𝑁2 + 𝑁2,𝑣=3 → 𝑁2,𝑣=2 + 𝑁2 3.10 × 10−27 [102] 

R52 𝑁2 + 𝑁2,𝑣=4 → 𝑁2,𝑣=3 + 𝑁2 5.00 × 10−27 [102] 

R53 𝑁2 + 𝑁2,𝑣=5 → 𝑁2,𝑣=4 + 𝑁2 7.40 × 10−27 [102] 

R54 𝑁2 + 𝑁2,𝑣=6 → 𝑁2,𝑣=5 + 𝑁2 1.10 × 10−26 [102] 

R55 𝑁2 + 𝑁2,𝑣=7 → 𝑁2,𝑣=6 + 𝑁2 1.60 × 10−26 [102] 

R56 𝑁2 + 𝑁2,𝑣=8 → 𝑁2,𝑣=7 + 𝑁2 2.60 × 10−26 [102] 

R57 𝑁2 + 𝑁2,𝑣=9 → 𝑁2,𝑣=8 + 𝑁2 3.80 × 10−26 [102] 

R58 𝑁2 + 𝑁2,𝑣=10 → 𝑁2,𝑣=9 + 𝑁2 5.70 × 10−26 [102] 

R59 𝑁2 + 𝑁2,𝑣=11 → 𝑁2,𝑣=10 + 𝑁2 8.50 × 10−26 [102] 

R60 𝑁2 + 𝑁2,𝑣=12 → 𝑁2,𝑣=11 + 𝑁2 1.28 × 10−25 [102] 

R61 𝑁2 + 𝑁2,𝑣=13 → 𝑁2,𝑣=12 + 𝑁2 1.93 × 10−25 [102] 

R62 𝑁2 + 𝑁2,𝑣=14 → 𝑁2,𝑣=13 + 𝑁2 2.91 × 10−25 [102] 

R63 𝑁2 + 𝑁2,𝑣=15 → 𝑁2,𝑣=14 + 𝑁2 4.38 × 10−25 [102] 

R64 𝑁2 + 𝑁2(𝐴
3𝛴) → 2𝑁2 3.50 × 10−27 

**[100

] 

R65 𝑁2,𝑣=1 + 𝑁2 → 𝑁2 + 𝑁2,𝑣=1 1.00 × 10−20 [103] 

R66 𝑁2,𝑣=1 + 𝑁2,𝑣=1 → 𝑁2 + 𝑁2,𝑣=2 2.00 × 10−20 [103] 

R67 𝑁2,𝑣=1 + 𝑁2,𝑣=2 → 𝑁2 + 𝑁2,𝑣=3 3.00 × 10−20 [103] 

R68 𝑁2,𝑣=1 + 𝑁2,𝑣=3 → 𝑁2 + 𝑁2,𝑣=4 3.50 × 10−20 [103] 

R69 𝑁2,𝑣=1 + 𝑁2,𝑣=4 → 𝑁2 + 𝑁2,𝑣=5 3.65 × 10−20 [103] 

R70 𝑁2,𝑣=1 + 𝑁2,𝑣=5 → 𝑁2 + 𝑁2,𝑣=6 3.60 × 10−20 [103] 

R71 𝑁2,𝑣=1 + 𝑁2,𝑣=6 → 𝑁2 + 𝑁2,𝑣=7 3.25 × 10−20 [103] 

R72 𝑁2,𝑣=1 + 𝑁2,𝑣=7 → 𝑁2 + 𝑁2,𝑣=8 3.00 × 10−20 [103] 

R73 𝑁2,𝑣=1 + 𝑁2,𝑣=8 → 𝑁2 + 𝑁2,𝑣=9 2.50 × 10−20 [103] 
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( )f  : reaction rate obtained from EEDF with associated cross-section data. All rate 

coefficients are in units m3s-1 except for 3-body reactions denoted by ‘Ж’ in which 

cases, rate coefficients are in units: m6s-1 

Key: *based on similarity to R32. **: based on similarity to reactions in reference [100]. 

 

Table 4.3 Wall reactions 

Process Reaction  Process (contd.) Reaction (contd.) 

W1 𝑁2
+ → 𝑁2 W11 𝑁2,𝑣=7 → 𝑁2 

W2 𝑁+ → 0.5𝑁2 W12 𝑁2,𝑣=8 → 𝑁2 

W3 𝑁4
+ → 2𝑁2 W13 𝑁2,𝑣=9 → 𝑁2 

W4 𝑁 → 0.5𝑁2 W14 𝑁2,𝑣=10 → 𝑁2 

W5 𝑁2,𝑣=1 → 𝑁2 W15 𝑁2,𝑣=11 → 𝑁2 

W6 𝑁2,𝑣=2 → 𝑁2 W16 𝑁2,𝑣=12 → 𝑁2 

W7 𝑁2,𝑣=3 → 𝑁2 W17 𝑁2,𝑣=13 → 𝑁2 

W8 𝑁2,𝑣=4 → 𝑁2 W18 𝑁2,𝑣=14 → 𝑁2 

W9 𝑁2,𝑣=5 → 𝑁2 W19 𝑁2,𝑣=15 → 𝑁2 

W10 𝑁2,𝑣=6 → 𝑁2 W20 𝑁2(𝐴
3𝛴) → 𝑁2 

 

A large number of the reactions listed in Table 4.2. have cross-section data; the 

majority of these data pertaining to excitation and ionization of the molecular N2 is 

obtained from the Biagi database [95, 104, 105] and that of atomic N is obtained from the 

IST-Lisbon database [96, 106]. However, while solving the Boltzmann equation (BE) for 

the electron energy distribution function (EEDF), all the electron-induced reactions 

pertaining to each specific species from the respective databases are considered (see 

Appendix C). The detailed subset of electron-induced reactions allows accurately resolving 

of the EEDF with its salient features along with the resulting rate constants and transport 
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parameters. However, for the one-dimensional simulation, only the reactions listed Table 

4.2 and Table 4.3 are considered to reduce the computational overhead – an approach that 

was adopted in prior works [107, 108].  Electron-electron collisions are ignored since the 

discharge currents in the model are in the range of milliamperes as coulomb collisions 

become pertinent only at very high currents. 

Most fluid models incorporate the rate and transport coefficients that are calculated 

from BE models, which utilize input data in the form of electron-neutral cross-sections to 

produce macroscopic rate and transport coefficients. The cross-sections utilized in the 

kinetic calculation and the fidelity of the BE model both exhibit a degree of influence over 

the model predictions. The spherical harmonics expansion in velocity space is usually 

truncated to only two first terms when solving the BE. Such models are referred to as two-

term BE models, while BE models that consider more than two spherical harmonics terms 

are referred to as multi-term BE models. Qualitatively, the truncation to only two spherical 

harmonics terms assumes that the velocity distribution of the electrons is close to isotropic. 

It is widely acknowledged that the two-term approximation is inadequate at high electron 

energies and for high values of the reduced electric field E/n [109]. Still, it could also occur 

for low-energy electrons in nitrogen.  

Generally, gases with large inelastic cross-sections can induce highly anisotropic 

velocity distribution functions at low electron energies. Molecular nitrogen is an example 

of such a gas, with large vibrational excitation cross-sections compared to elastic cross-

sections. For this reason, molecular nitrogen was the focus of several early multi-term BE 

studies [110, 111]. It was revealed that the electron mobility and diffusion coefficients 

predicted by the two-term BE models could have an error up to tens of percent. Similarly, 
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the two-term BE models could underpredict the excitation rates of the lower electronic 

states by tens of percent [111]. The electron-neutral excitation cross-sections for nitrogen 

compiled from Biagi’s Fortran code, MagBoltz, are used in a Monte-Carlo simulation and 

the multi-term BE code [105].  While the limitations associated with the two-term BE 

models are well-known, the cascading effects introduced by the two-term approximation 

on the results of other models are less explored [112, 113]. 

This study obtains reaction rates and electron transport parameters using 

“MultiBolt” [114], considering a four-term expansion to represent BE. For comparing 

model predictions with a truncated BE model, simulations are also performed for the 

reaction and transport data obtained with the “BOLSIG+” solver [115]. Both the BE 

models calculate the EEDF for different values of the reduced electric field (E/n) and 

generate the necessary reaction rate and transport parameters as lookup tables.  These 

lookup tables are generated as a function of the mean electron energy to take into account 

the effects of non-Maxwellian EDF on the fluid model results.  
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Figure 4.2 Comparison of electron number density predicted from a BOLSIG+ and 

MultiBolt as inset (P = 0.7 Torr, L = 15.5 cm, Vd ~ 380 V, Jd ~ 0.018 mA cm-2) 

 

 

Figure 4.2 compares the predicted axial distribution of the electron number density 

(ne), between the BOLSIG+ and MultiBolt data. For both the datasets, the simulations are 

performed as such that almost identical discharge voltage and current are attained.  Despite 

the near-identical discharge voltage and current, it is evident that in the case of the two 

term-approximation, the higher intensity striations lie closer to the anode and vice versa in 

the case of the MultiBolt. Distinct differences between the predicted spatial profiles of the 

striations are present between the two data sets. The differences exist in the striation 

number and the amplitude of the undulations.  
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(a) (b) 

  
(c) (d) 

  

Figure 4.3 (a) Total ionization rate versus reduced electric field calculated from two-

term and multi-term solutions to the BE in N2, (b) Bulk electron mobility versus 

reduced electric field calculated from two-term and multi-term solutions to the BE in 

N2, (c) Bulk transverse diffusion coefficient versus reduced electric field calculated 

from two-term and multi-term solutions to the BE in N2, (d) Bulk longitudinal 

diffusion coefficient versus reduced electric field calculated from two-term and multi-

term solutions to the BE in N2 
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(a) (b) 

 

 

(c)  

  

Figure 4.4 (a) Excitation rates of the first two vibrational levels on molecular nitrogen 

(threshold energies of 0.29 eV and 0.5742 eV, respectively), (b) Excitation rate of the 

first five vibrational levels of the A3Σ excited state (threshold energy of 6.73 eV), (c) 

Summed rate of excitation for all singlet states of N2 (threshold energy of 14.2 eV) 

 

Ionization rate and transport coefficients calculated from the two-term and multi-

term BE equation are presented in Figure 4.3. As shown, the ionization rate as calculated 

via two-term and multi-term solutions to the BE are nearly identical. A similar agreement 

is observed for the electron mobility up to ~600 Td, beyond which the two-term and multi-
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term results begin to deviate from each other. At 1000 Td, the differences in mobility are 

~3% and increase to ~9% at 2000 Td. The diffusion coefficients demonstrate even higher 

sensitivity with ~ 14% variations in the transverse diffusion coefficient at 500 Td and a 

similar level at 2000 Td. Even more significant deviation is observed for the longitudinal 

diffusion coefficient, with ~18 % difference between the two models at 500 Td and up to 

~ 90% at 2000 Td. 

Figure 4.4 compares the excitation rates calculated from two-term and multi-term 

solutions. These excitation rates represent the general behavior observed with excitation to 

low energy (sub-eV), moderate energy (few eV), and high energy (10+ eV) excited states. 

The comparison of excitations to the lowest vibrational levels demonstrates a 5-10% 

disparity at ~120 Td. However, the models are in notably better agreement at higher 

reduced electric fields. Similar observations are made for moderate energy excitations. The 

models agree well below ~400 Td, deviate by ~2% in the range 500-1500 Td, then again 

at higher values of Td. Finally, the models agree well for the highest energy excitation, up 

to 1000 Td, where they begin to deviate from one another. At 2000 Td, the disagreement 

between the models is ~3.5%. Overall, unlike the transport parameters, the disparity 

between the calculated excitation rates is relatively small, indicating the EDF's strongest 

anisotropy for low-energy electrons.  

These results re-emphasize the long-known shortcoming of the two-term 

approximation for molecular nitrogen [111]. Notably, the transport coefficients could be 

of error of about 5% in the range of 100 Td, which is the most relevant range of reduced 

electric field for this study. The electron diffusion coefficient strongly influences the 

structure of stratified plasma. Thus, one would expect that the differences between the two-
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term and multi-term calculated coefficients would lead to cascading differences in 

predicted plasma structure when these coefficients are utilized in a fluid model.   

Similar observations may be made for the excitation rates. Molecular nitrogen has 

a large number of vibrational excitations with large cross-sections. These are the dominant 

process for electron energy dissipation in the low energy range. And consequently, an error 

in calculating these excitation rates also implies an error in the overall energy balance of 

electrons in the plasma. The error in the excitation rates of the lowest vibrational levels of 

N2 was on the order of 5-10% in the range of reduced electric field of relevance to this 

study (~100 Td). Thus again, one may expect that accurate excitation rates improve the 

accuracy of the fluid plasma model. 

4.5 EXPERIMENTAL SETUP 

 
 

Figure 4.5 Schematic of the experimental setup 
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Experiments are conducted to determine the voltage-current characteristics and 

record the visual appearance of the striated structure. The prediction from the model is 

compared to these measurements. A schematic of the experimental setup is shown in Figure 

4.5. A dc power supply (Glassman 0-20kV, 300W) is connected in series to a ballast 

resistor (100 kΩ), the low-pressure plasma cell, and a shunt resistor (10 kΩ) to measure the 

discharge current. A high voltage probe (North star PVM-4) and an oscilloscope probe 

(Tektronix M12) are used to measure the voltage drops across the discharge and the shunt 

respectively; both the probes are connected to a mixed-signal oscilloscope (Keysight 

MSO7054B). The discharge is enclosed in a cylindrical plasma cell consisting of a 16.0 

cm (maximum operable length of 15.5 cm) long and 3.71 cm outer diameter cylindrical 

tube of borosilicate glass with two stainless steel disk electrodes on the opposite ends.  

The electrodes have a diameter of 3.65 cm. The electrode arrangements are such 

that before conducting the experiments, the inter-electrode distance can be varied. The 

discharge cell is connected to the vacuuming system through ultra-torr conflate flanges. 

Additional fittings include a pressure gauge, a valve connecting the vacuum pump, and an 

inlet valve for supplying fresh high-purity nitrogen gas. The pressure is measured with a 

Teledyne Hastings 760s gauge. The vacuum is attained and maintained with an Agilent 

IDP-15 dry scroll vacuum pump. The outer periphery of each stainless-steel electrode is 

wrapped with polyamide tape (Kapton) on the sides to prevent the discharge from diffusing 

in between the glass tube and electrode gap at low pressures. A Nikon D7000 digital camera 

is used to image the discharge over a range of discharge current conditions. Each image 

was captured over an exposure time of 3 seconds with a NIKKOR 18-55mm f/3.5-5.6G 

lens with focal length, aperture, and ISO set to 32mm, f/4.5, and ISO-200 respectively.  
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4.6 RESULTS AND DISCUSSION 

The simulations are conducted for 0.7 Torr operating pressure (P) with an inter-

electrode separation distance (L) of 15.5 cm (i.e., P*L = 10.85 Torr-cm) and electrode 

diameter of 1.1 cm.  The discharge current/current density is varied to determine its effect 

on the striation structure. Figure 4.6  shows the spatial distribution of the electron number 

density (ne), (Figure 4.6a), the electric potential, electric field, and the electron temperature 

(Te) (Figure 4.6b) for the base case. These spatial distributions represent a quasi-steady-

state solution that the system reaches in 0.25 ms. 

 

 
(a) (b) 

  

Figure 4.6 Quasi-steady spatial distribution of (a) Electron number density, (b) 

Electric potential, electric field and electron temperature along the axial distance (Vd 

=370 V, Jd = 0.018 mA cm-2) 

 

At this stage, no noticeable transient variation in discharge current (Id) and 

discharge voltage (Vd) is observed, as seen in Figure 4.6b inset. The ne distribution shows 

a steady undulated profile representing a striated structure. The undulations occur outside 
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the cathode sheath, in the positive column region where the potential increases linearly (see 

Figure 4.6b). Five strata are formed between ~ 2.2 – 13.8 cm, with the electron density 

modulations between ~ 8.28 - 8.44  1012 m-3. 

The modulation of the electron number density and striation length decrease 

towards the anode. The first two striations have maximums ne of 8.39 1012 m-3 and 8.41  

1012 m-3
  and a width of ~1.3 cm, based on the full-width half maximum (FWHM). Further, 

towards the anode, the density modulation decreases to 8.4  1012 m-3, 8.38  1012 m-3 and 

8.37  1012 m-3
  and the width decreases to ~1.23 cm, 1.22 cm, and 1.20 cm, respectively. 

Similar experimental observations have been reported by Lisovskiy et al. [116], in which 

the width of the striations decreases progressively towards the anode. The ne peaks coincide 

with the dip in Te (Figure 4.6b) – the electron energy generally being depleted due to the 

ionization processes. Analysis shows that the net source of electrons and the ambipolar 

diffusion losses balance each other over striation length.      

The profile of the electric potential clearly shows the cathode sheath and a positive 

column plasma with linearly increasing potential (Figure 4.6b). A closer look shows 

noticeable oscillations of the electric potential in plasma, with four fully developed 

modulations and one partially developed close to the anode; the amplitude of the 

modulations for the first two strata is ~ 30 Vm-1. This amplitude subsequently decreases to   

~ 18 and ~ 11 Vm-1 in the third and the fourth strata. The electron temperature Te follows 

the electric field distribution and fluctuates between ~ 1.60 – 1.66 eV in the striated plasma. 
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(a) 

 

 
(b) 

 

Figure 4.7 Quasi-steady spatial distribution of (a) Electron and total ions, (b) Three 

different ions. Zoomed view of the space charge density in the striated positive column 

region is provided as an inset. (Vd =370 V, Jd = 0.018 mA cm-2) 

 

Figure 4.7 illustrates the spatial profiles of charged species. The electrons and total 

ions densities deviate in the cathode and anode sheaths but are almost the same in the 
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plasma region (insets Figure 4.7a). The presence of the small space charge in plasma is 

consistent with the oscillation in the electric field.  The simulations identify N2
+ as the 

dominant ion in the cathode sheath (Figure 4.7b) and the plasma region.            

The spatial distributions of different ions in the striated plasma are distinctively 

different (Figure 4.7b). The density of the N2
+ ion is significantly higher, and its oscillations 

are of higher amplitude compared to those of N+ and N4
+. In addition to the main channel 

of electron impact ionization, the N+ and N4
+ ions are formed by the charge exchange 

processes (R30: N2
+ + 2N2= N2 + N4

+ and R31: N4
+ + N = 2N2 + N+). These processes are 

not sensitive to the electric field strength.  However, since N2 and N2
+ are more abundant 

in the system than N4+ and N, the N4+ density is higher than N+. 

 
 

Figure 4.8 Spatial distribution of the different excited species across the axial distance 

(Vd =370 V, Jd = 0.018 mA cm-2) 

 

Figure 4.8 depicts the spatial distributions of the vibrationally excited and the 

electronically excited N2(A
3Σ) species. Even though the spatial profiles of the vibrational 
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excitation reaction rates (R2-R17) follow the ne profile in the positive column (not shown 

here), smaller oscillations are observed for each of the vibrationally excited molecules. The 

reason is that, in addition to electron impact excitation, the vibrationally excited species 

are formed from the vibrational-relaxation (R49-R63) and the vibrational-vibrational (R65-

R73) interactions, which do not depend on either Te or ne. The vibrationally excited species 

with lower excitation thresholds have the highest density. The N2(A
3Σ) distribution exhibits 

a similar profile as that of the vibrationally excited states. The predictions further show that 

despite requiring a higher threshold excitation energy (i.e., ~ 6.73 eV), the N2(A
3Σ) density 

is higher than the N2,v=8 state, which has much lower excitation energy (~ 2.21 eV). The 

electronically excited N2(A
3Σ) state is not solely formed through direct electron impact, 

but also through a stepwise process involving N2,v=1 (R19: e + N2,v=1 = e + N2(A
3Σ)), which 

is present in higher abundance than other vibrational species owing to its lowest excitation 

potential.  Outside of the cathode fall, where the electron kinetic energy is higher, the low-

energy chemical processes dominate. 

Figure 4.9 - Figure 4.11 illustrate the axial distribution of the reaction rates for N2
+, 

N+, and N4
+ respectively.  In these figures, the electron/ion sources are shown by solid lines, 

and the sinks are shown by dashed lines. The electron impact ionization reactions of N2, 

N2,v=1, and N (i.e., R23, R24, and R25), which have the highest ionization potential, are the 

most effective in the cathode sheath region (Figure 4.9), where the electron kinetic energy 

is higher. Even outside the cathode fall, N2
+ is predominately formed by the electron 

impact, R23: e + N2  → 2e + N2
+ (Figure 4.9b).  
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(a) 

 

 
(b) 

 

Figure 4.9 Spatial distribution of (a) Recombination (b) Ionization reaction rates of 

N2
+ ions along the axial distance (Vd =370 V, Jd = 0.018 mA cm-2) 

 

All three of these reaction rates are modulated in the striated plasma but have much 

lower rates than in the sheaths. The ionization from N2,v=1 (R24) in the striated plasma is 

three orders of magnitude lower than R23 despite a slightly lower energy threshold. Even 

though N2,v=1 requires lower energy than ground state  N2, the number density of ground 

state N2 is significantly higher. Thus, the collision frequency of high-energy electrons with 
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the ground state N2 will always be higher than that with N2,v=1. For most of the stratified 

plasma, the dissociative recombination (R29: e + N2
+ → 2N) acts as a major consumption 

path and exceeds both the three-body recombination rates (R26: 2e + N2
+ → e + N2 and 

R27: 2e + N+ → e + N). The model considered here incorporates the stepwise ionization 

of only N2,v=1, the first vibrationally excited species of N2. Data on stepwise ionization rate 

coefficients and/or collision cross-sections are very scarce in the literature. Cacciatore et 

al. contained the reaction cross-section data for step-ionization of N2,v=5, and N2,v=10 species 

but only for a limited electron energy range that could not be reasonably extrapolated for 

the present study [117]. Due to the limited availability of cross-section and reaction rate 

coefficients for the required electron energy range and different excited states, stepwise 

ionizations from all the other vibrational states were not included in the present study. 

 
 

Figure 4.10 Distribution of the ionization and recombination reaction rates of N+ ions 

across the axial distance (Vd =370 V, Jd = 0.018 mA cm-2) 
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The formation of N+ from heavy particle interaction is compared with the three-

body recombination and presented in Figure 4.10. The N+ formation in plasma occurs 

through the charge transfer (R31: N4
+ + N → 2N2 + N+). The rate of this reaction is larger 

than that of the three-body recombination rate of N+ (R27: 2e + N+ → e + N) for most of 

the positive column and follows the profile of N4
+.  The N4

+ ions are formed predominantly 

by reaction between N2 and N2
+ (R30: N2

+ + 2N2 → N2 + N4
+, see Figure 4.11); the electron 

impact dissociative recombination reaction (R28: e + N4
+ → 2N + N2) remains as the most 

active consumption channel. Further comparison among Figure 4.9 - Figure 4.11 shows 

that for both N2
+ and N+, the recombination rates exceed the formation rates in the plasma, 

which has been identified by Kawamura et al. [69] as a source of instability and plasma 

stratification. However, for N4
+ ions, which are formed through the charge transfer, the 

formation rate (R30) exceeds the recombination rates (R28 and R31). 

 
 

Figure 4.11 Distribution of the ionization and recombination reaction rates of N4
+ ions 

across the axial distance (Vd =370 V, Jd = 0.018 mA cm-2 
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Numerical simulations were conducted by eliminating the vibrational excitation 

reactions (N2,v=1-15) and compared with the base case results (Figure 4.12). The same 

discharge voltage and current were maintained for the two cases. It was observed that 

without vibrational excitation reactions, the striations did not form. Omitting only the 

N2(A
3Σ) excitation, N-elastic, and N-ionization reactions from the reaction scheme did not 

have any noticeable effect on the striations (not shown here). Previous studies [84, 88] have 

demonstrated that excluding the loss term due to ambipolar diffusion to the wall fails to 

produce the positive column. In our case, both the ambipolar diffusion to the wall and the 

vibrational excitation reactions play key roles in forming the standing striation in molecular 

nitrogen gas.  An interesting observation in the profile of Te (Figure 4.12) is that without 

the vibrational excitation reactions, Te remains around 1.63 eV in the positive column. This 

value of ~ 1.63 eV is also the mean value of the electron temperature Te in the presence of 

striations with the vibrational reactions included in the model. One would expect that the 

value of Te would increase in the absence of the vibrational excitations channel, however, 

that is not the case. As always happens in non-equilibrium plasmas, the electron 

temperature is adjusted to satisfy the balance of the production and losses, which depend 

on the overall chemistry mechanism. 
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(a) 

 

 
(b) 

 

Figure 4.12 Impact of vibrational excitation reactions (e + N2 → e + N2, v =1-15) on (a) 

Electron number density, (b) Electron temperature distribution along the axial distance 
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(a) 

 

 
(b) 

 

Figure 4.13 Predicted spatial distribution of (a) Electron number density, (b) Electron 

temperature distribution for different discharge current densities 
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The spatial distribution of ne for a range of discharge current density is presented in 

Figure 4.13a. The discharge operates in the “abnormal” glow mode. As a result, the current 

density increases with the discharge voltage. The predictions clearly show that as the 

current density increases, the number of striations decreases. The striations tend to get 

shorter, as observed in the experiments (Fig. 17a). At higher current densities beyond 0.080 

mAcm-2, the striations completely phase out and the positive column becomes uniform 

throughout (not shown here).  As the discharge current increases, the amplitude of the Te 

modulation decreases, and the Te value tends to approach ~ 1.63 eV (Figure 4.13b). 

Figure 4.14 compares the total formation and consumption rates for the ions and 

electrons mapped across the entire electron temperature range of discharges at two current 

densities. These rates were obtained by the summation of all the independent sources and 

sinks for the respective charged species, including the radial losses from ambipolar 

diffusion. In both cases, even though some of the ions are formed through heavy particle 

reactions, the reaction rates of such processes are lower compared to that of electron-

induced reactions; thus, the electron and ion formation rates are almost identical to each 

other, and the respective profiles overlap. In Figure 4.14a, unlike the continuous increasing 

ion consumption rate, the electron consumption rate increases only up to ~ 3.3 eV and then 

tends to decrease rapidly.  The electron and ions formation and consumption rates start to 

become comparable to each other between ~ 1.3 - 2 eV, especially at Te ~ 1.63 eV they 

become almost equal to each other.   
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(a) 

 

 
(b) 

 

Figure 4.14 Ion and electron formation and consumption rate as a function of electron 

temperature during standing striations for operating discharge parameters of (a) Vd 

=370 V, Jd = 0.018 mA cm-2 , (b) Vd =388 V, Jd = 0.081 mA cm-2 
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A closer look (Figure 4.14a inset) at the rates shows a distinct hysteresis between 

the ion and electron consumption rates at Te ~ 1.60 – 1.66 eV, which is the Te modulation 

amplitude in the striations.  Figure 4.14b shows that there is a greater degree of overlap 

between the ion and electron consumption rates for higher current density, and the 

hysteresis behavior is nearly absent. A comparison of the consumption rates for ions and 

electrons suggests that significant differences between the ion and electron consumption 

rates and possible hysteresis characteristics of the consumption rates at the lower range of 

electron temperature (1.0 – 2.0 eV) can trigger instability in the system that can result in 

plasma stratification. 

The impact of the vibrational excitation reactions on the electron heating (𝑗 𝑒 . 𝐸⃗ −

𝛥𝑒𝑙𝑜𝑠𝑠 𝑓𝑟𝑜𝑚 𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛) is shown in Figure 4.15a, where the joule heating and 

electron number density for two modulations (x = 7.4 – 11.4 cm) for two current densities 

are presented.  It is evident that the joule heating profile is entirely out of phase with ne. At 

lower current density, both the ne and the power source oscillate with higher amplitude. At 

0.022 mA cm-2, the power oscillates between ~ 4 – 9 Wm-3, and the reduced electric field 

oscillates between 78 – 82 Td.  Most of the power absorbed by electrons is lost to 

vibrational and electronic excitation [118]. As the current density increases, the modulation 

amplitude of the energy source diminishes to 0.2 Wm-3, which is equivalent to a reduction 

in the oscillating amplitude by ~96%. This implies that the vibrational excitation reactions 

do not perturb the Joule heating term significantly at higher current and voltage. The 

distributions of the vibrationally excited species for three current densities are presented in 

Figure 4.15b. The vibrational species distribution tends to conform towards a Maxwellian-

like profile at higher currents. 
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(a) 

 

 
(b) 

 

Figure 4.15 (a) Spatial variation of 𝑗 𝑒 . 𝐸⃗ − 𝛥𝑒𝑙𝑜𝑠𝑠 𝑓𝑟𝑜𝑚 𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛 and electron 

number density in the striated region, (b) Distribution of vibrationally excited species 

for different current densities 

 

Figure 4.16 shows the spatial distributions of the electric field, electron 

temperature, ne, nion, 
𝑑𝑛𝑒

𝑑𝑡
 and 

𝑑𝑛𝑖𝑜𝑛

𝑑𝑡
, and the phase differences between these in the striated 
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region. The electric field leads the electron temperature by ~ 0.211π. The phase shift 

between Te and nion is ~ 0.206π with nion lagging Te (Figure 4.16a). However, the electron 

temperature lags 
𝑑𝑛𝑖𝑜𝑛

𝑑𝑡
by ~ 0.083π. On the other hand, both ne and 

𝑑𝑛𝑒

𝑑𝑡
 lag Te by ~ 0.656π 

and 0.156π, respectively (Figure 4.16b).  

 
(a) 

 

 
(b) 

 

Figure 4.16 Spatial evolution of (a) nion, 
𝑑𝑛𝑖

𝑑𝑡
, electric field, electron temperature and 

(b) ne, 
𝑑𝑛𝑒

𝑑𝑡
, electric field, electron temperature (Vd =370 V, Jd = 0.018 mA cm-2) 

 

The maxima of electron energy perturbation is shifted towards the cathode when 

compared to both ne and nion. The maximum electron energy contributes to the highest 

ionization rate, and the newly produced electrons tend to move the maximum electron 
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number density towards the anode. However, the electron energy transport along the 

density gradient (i.e., the Dufour effect) tends to shift the peak of the electron energy 

towards the cathode. Hence, the ionization and the Dufour effect act against each other, 

and a balance between these two effects results in standing striations. 

The variation of the density-gradient-dependent diffusivity, 𝜒𝜀 = 𝐷𝜀 − (
𝜇𝜀

𝜇𝑒
)𝐷𝑒 

[79] is shown in Fig. 17 as a function of electron temperature. The distribution indicates 

that 𝜒𝜀 is predominantly negative except for a narrow range at low Te (~ 1.5 – 2.25 eV) and 

at high Te (i.e., Te > 22.5 eV). Desangles et al. [79] showed that a sufficiently large negative 

value of 𝜒𝜀 can generate instability in the system, which is consistent with our predictions. 

However, the narrow Te range of ~ 1.5 – 2.25 eV across which 𝜒𝜀 changes sign, coincides 

with the Te modulation range that we have obtained in the striated positive column.  

 
 

Figure 4.17 Variation of density gradient dependent diffusivity  𝜒𝜀 (Dufour effect) as a 

function of electron temperature 
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The experiments are conducted at P = 0.7 Torr and an inter-electrode separation of 

L = 15.5 cm. Voltage-current characteristics were measured together with visual 

observation of the discharge (Figure 4.18). The discharge visualization shows that as the 

current increases, the number of striations tends to decrease but the striation thickness 

increases. Furthermore, the cathode region (Faraday dark space) expands, and the positive 

column with striations is shifted towards the anode (Figure 4.18a). Figure 4.18b shows the 

comparison of variation in striation lengths from the cathode to the anode for both the 

predicted and the experimental case. The condition is chosen such that at least five standing 

striations are visible in both cases, which corresponded to the lowest current density 

conditions for each case. It is seen that in both cases, the striation lengths decrease from 

the cathode to the anode, showing qualitative agreement. 

The spatial profiles of ne from our simulations (Figure 4.13a) qualitatively capture 

the dependence of the striation number on the discharge current. The peak ne increases as 

a function of discharge current and can be related to the observed increase in emission 

intensity of the cathode glow in the experiments. The full width half maximum (FHWM) 

of the predicted ne in the negative glow increases with the discharge current, however, the 

length of the Faraday dark space is much shorter compared to the visual observations.    

Even though the model can reproduce qualitative trends of the striation behavior (i.e., 

number of striations), the most considerable discrepancies with the experimental 

observations are for the Faraday dark space. The predicted striation width decreases with 

increasing the current density. Additionally, as the discharge current density increases, the 

predicted strata tend to constrict axially towards the cathode rather than towards the anode 

location. In our simulations, the width of the cathode region does not change significantly 
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with increasing the discharge current. The cathode-directed constriction of the strata could 

be a result of that. The experimentally observed increase of the Faraday dark space is due 

to nonlocal ionization by the fast electrons from the cathode sheath [119], which is 

currently not captured by the model. 

 

 
(b) 

 
(a) (c) 

  

Figure 4.18 (a) Images of the plasma structures for different discharge densities, (b) 

Comparison of measured and predicted striation lengths, (c) Comparison of measured 

and predicted voltage-current characteristics 

 

The measured and predicted voltage-current (Figure 4.18c) characteristics clearly 

show the discharge operating in the “abnormal” glow mode. However, a substantial 
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discrepancy exists between the absolute values obtained in simulations and the 

experiments. These discrepancies are attributed to the deficiencies of the fluid model, 

which cannot capture nonlocal effects in the cathode region. The experimental observations 

of plasma emission in both the cathode region and striated positive column show radial 

gradients, which a one-dimensional model cannot accurately capture. A two-dimensional 

model is currently under development.  

  
(a) (b) 

  

Figure 4.19 Wave number as a function of (a) Discharge tube radius, (b) Discharge 

current density 

 

Simulations were conducted to assess the influence of discharge tube diameter and 

discharge current on the striation characteristics. In these simulations, the tube diameter 

and discharge current were varied independently. Figure 4.19 summarizes the dependence 

of the striation wave number on the discharge tube radius and discharge current. Figure 

4.19a shows that the wave number decreases almost linearly with increasing the tube 

radius. As the tube radius decreases, the radial losses of the charged species increase, 

thereby increasing the region of stratification. A non-linear dependence is observed with 

respect to the current density (Figure 4.19b). The wave number increases sharply till ~ 0.30 
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mAcm-2 and tends to saturate with further increase of the current density. Notably, even 

though the wave number increases, the number of striations decreases in the positive 

column, as has been previously shown in Figure 4.13a. 

 
 

Figure 4.20 The ratio of the thickness of the first striation to tube radius against the 

product of gas pressure and tube radius 

 

The ratio of the width of the first striation (⟨𝑑1⟩) to the discharge tube radius (R) is 

plotted against the product of the pressure and the tube radius (PR) and presented in Fig. 

20. The figure shows (⟨𝑑1⟩/𝑅) to have a strong negative correlation to (PR) and thus 

follows the famous Goldstein-Wehner law,
⟨𝑑1⟩

𝑅
=

𝐶

(𝑃𝑅)𝑚
. From a regression fit,  the values 

of C and m are found to be Cmodel =1.86 and mmodel =1.085 and compare favorably to the 

ones obtained from experiments,  Cexpt =1.05 and mexpt =0.32 as reported in [120]. 
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Following the work of Urbankova and Rohlena [80], we performed a linear stability 

analysis of the striation behavior in low-pressure dc nitrogen plasmas. From the linear 

analysis, the dispersion (𝜔𝑟) and the application (𝜔𝑖) have the following expressions: 
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 (1) 

where k is the wave number, Ex is the axial electric field, 𝜅𝑒 is the thermal 

conductivity of the electrons, 𝜂𝑒 electron transport due to temperature gradient – Soret 

effect, 𝜒𝜀energy transport due to density gradient – Dufour effect, Sioniz is the electron 

ionization source, 𝜀𝑙𝑜𝑠𝑠 is the electron energy loss. 𝑆𝑖𝑜𝑛𝑖𝑧|𝜀, 𝜀𝑙𝑜𝑠𝑠|𝜀, 𝜇𝑒|𝜀, 𝜇𝜀|𝜀 are log-log 

derivatives, e.g. 𝑆𝑖𝑜𝑛𝑖𝑧|𝜀 = 𝜕 𝑙𝑛𝑆𝑖𝑜𝑛𝑖𝑧,𝑜/ 𝜕𝑙𝑛𝜀𝑜, where subscripts ‘o’ denotes unperturbed 

conditions. 
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Figure 4.21 Calculated dispersion and amplification curves of wave instability in a low 

pressure nitrogen dc discharge for different values of 𝜀𝑙𝑜𝑠𝑠|𝜀 values. The positive column 

of the base case is utilized for the different parameter values in equation (1) 

 

The calculated values of 𝜔𝑟and 𝜔𝑖 are shown in Figure 4.21 as a function of wave 

number for different 𝜀𝑙𝑜𝑠𝑠|𝜀values. It should be noted that 𝜀𝑙𝑜𝑠𝑠|𝜀= 0.38 corresponds to the 

electron energy loss considering all the reactions in Table 4.1. Both 𝜔𝑟 and 𝜔𝑖 have a strong 

dependence on 𝜀𝑙𝑜𝑠𝑠|𝜀 and can vary from positive to negative over the wave number range. 

For 𝜀𝑙𝑜𝑠𝑠|𝜀 = 0.38, the dispersion curve has positive values at small wave numbers and 

decreases in a nonlinear fashion towards negative values at ~ 3 cm-1. As 𝜀𝑙𝑜𝑠𝑠|𝜀 increases, 

the dispersion curve remains negative for the rest of the wave numbers. The electron energy 

loss associated with the vibrational excitation process decreases the 𝜀𝑙𝑜𝑠𝑠|𝜀, the variation of 

the energy loss as a function of the mean energy. The different vibrational excitation 

spreads 𝜀𝑙𝑜𝑠𝑠|𝜀 progressively over the mean energy range. The energy loss associated with 

only dissociation and ionization results in a larger value of 𝜀𝑙𝑜𝑠𝑠|𝜀. The amplification curve 
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has a weaker dependence on 𝜀𝑙𝑜𝑠𝑠|𝜀 and mostly retains negative for the entire range of wave 

numbers. However, for 𝜀𝑙𝑜𝑠𝑠|𝜀 = 0.38, a slight positivity is evident, indicating the possibility 

of wave amplification. The presence of vibrationally excited states relaxes the plasma 

dependency on direct electron impact ionization and allows stepwise ionization to play a 

role. The stepwise ionization process requires lower threshold energy and is less sensitive 

to the electron energy making 𝜀𝑙𝑜𝑠𝑠|𝜀 to decrease [80]. 

4.7 CONCLUSIONS 

A one-dimensional fluid model has been developed to simulate striations in 

nitrogen dc discharges at moderate gas pressures. The plasma model included 22 species 

and 73 gas-phase reactions with multiple levels of vibrationally excited molecules. 

Simulations were conducted for a parallel plate geometry with the inter-electrode gap of 

15.5 cm, the tube radius 0.55 cm, and pressure of 0.7 Torr, which correspond to PR = 0.385 

Torr-cm. The simulations predicted standing striations with substantial oscillations of 

plasma density, electric field, electron temperature, vibrational temperature, and reaction 

rates. The modulation of the electron temperature occurred in the range of ~ 1.60 – 1.66 

eV. We found that the Dufour diffusivity is positive only in the vicinity of this range of Te, 

which establishes a stability criterion in this range. Electron and ions' production and 

consumption rates in the striated plasma varied nonlinearly with the electron temperature: 

the consumption rate surpassed the formation rate until ~ 1.63 eV. The predictions identify 

that ionization and Dufour diffusion balance each other resulting in standing waves. 

Therefore, our model predictions are consistent with the literature identifying Dufour-like 

diffusion as a critical instability source. Our study indicates that the vibrational excitation 

of molecules and the ambipolar diffusion processes are essential in predicting the striation 
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structures. The study showed that the striations cease to exist without the vibrational 

excitation of molecules in the model. A linear stability analysis further confirmed that the 

electron energy loss associated with the vibrational excitation process decreases the 

variation of the energy loss as a function of the mean energy. Both dispersion and 

amplification of the linear waves depend upon the electron energy loss term, which can 

trigger instability and plasma stratification for the considered operating conditions.      

Parametric studies were conducted to determine the influence of discharge current 

on striation behavior. Operating in the “abnormal” regime, the number of strata decreased 

with increasing current. No striations formed at a sufficiently high current. Model 

predictions were compared with experimental measurements. The predicted voltage-

current characteristics agreed qualitatively well with the measured data but showed 

considerable quantitative discrepancies. The model was also able to capture the qualitative 

trend in the current density dependence of striations. However, the most substantial 

differences existed with the observed length and location of the Faraday dark space. The 

calculated size of the Faraday dark space was much shorter compared to experimentally 

observed. These discrepancies are caused by the well-known deficiencies of the fluid 

model, which cannot capture well the non-local effects in the cathode region of the 

abnormal discharges. Including the non-local ionization by the fast electrons from the 

cathode sheath in future work will improve the agreement with the experiments. 

Furthermore, the model will be extended to resolve the radial dimension as well to better 

account for the radial transport of plasma species. 
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CHAPTER 5 : 

APPLICATION OF DIELECTRIC BARRIER DISCHARGE IN MISTY 

PLASMA SYSTEMS FOR DISINFECTION3 
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Hoque, Application of dielectric barrier discharge in misty plasma systems 

for disinfection of surfaces and equipment in health settings. To be 
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5.1 INTRODUCTION 

Recently, the application of cold atmospheric pressure plasmas, namely, dielectric 

barrier discharge (DBD) has been a topic of intense research in biological, medical, and 

environmental fields [121-133]. These kinds of plasmas are mostly nonequilibrium or 

nonthermal, produce negligible heat, have selective effects, and are environmentally 

friendly [121, 133-135]. Through the production of reactive oxygen and nitrogen species 

(RONS), which possess antimicrobial properties, nonthermal gaseous plasmas (NTGP) are 

found to stimulate cell growth, while also causing both bacterial and viral kills as well as 

biofilm inactivation. NTGP has the ability to disinfect high density of harmful 

microorganisms, heal and decontaminate wounds in a relatively short time depending on 

the type of microorganism treated, the type of discharge medium, and the plasma power 

density without affecting mammalian cells or creating any pollutant as a byproduct [136, 

137].  

The existing areas of application of gaseous plasmas in medicine can be broadly 

categorized into 4 segments: blood coagulation, ablation, incision, and cosmetic 

applications [137]. However, due to already stretched healthcare systems worldwide, there 

is a significant unmet global need for wound management with market size of 

approximately $13 billion and growing. Additionally, approximately 1.7 million 

healthcare-associated infections occur each year in the U.S., killing 98,000 patients [138] 

and COVID-19 has revealed further weaknesses in the preparedness of healthcare facilities, 

which lacked the ability to adequately disinfect existing personal protective equipment 

(PPE), exacerbating an already precarious situation. Thus, nonthermal based plasma 

technologies have the potential for sufficient market penetration. 
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Plasma treatment of biological samples can be categorized into two major methods: 

direct and indirect/remote [139]. In the direct method, the substrate to be treated is in direct 

contact with the discharge medium. Typically, the substrate is placed either on the 

grounded electrode or a dielectric connected to a powered electrode. In indirect or remote 

treatment, the DBD is ignited in an inert medium (e.g. a noble or inert gas) and the radicals 

and ionized species produced are transported to the target medium by gas flow [139, 140].  

Hong et al. studied the inactivation efficiency of low-temperature plasmas (LTP) created 

by RF discharge on E. coli and B. subtilis, placed between a powered dielectric and a 

grounded electrode [141]. The discharge medium primarily consisted of helium with 

variable admixtures of oxygen. Oxygen radicals, generated in the discharge played the 

primary role in causing cytoplasmic damage and chromosome leakage to the bacterial 

samples [141]. Similar results have been presented by Laroussi et al., in which it was shown 

that without any admixture of oxygen in helium as the primary discharge medium, there 

was no bacterial disinfection of E. coli for the given conditions [142]. 

Min Shi et al. studied the deactivation efficiency of atmospheric pressure DBD on 

Hepatitis B virus (HBV) [143]. The HBV serum was coated on one of the dielectric 

surfaces and it was observed that HBV DNA count exponentially decreased with increasing 

exposure time of DBD. The interaction of RONS produced in the DBD with the lipids and 

proteins in the outer capsid of HBV is proposed as a probable deactivation mechanism 

[143]. Alekseev et al. studied the antiviral effect of nanosecond pulsed DBD on human 

corneal cells infected with herpes simplex virus type 1 (HSV-1) [133]. Exposure of 35-40 

s resulted in deactivation of the HSV-1 virus, while also imparting no detectable toxicity 

or detrimental effects to human corneas [133]. Similar selectivity results have been found 
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by Fridman et al., in which, a floating electrode DBD (FE-DBD) was used to sterilize 

human tissue without incurring any detectable physical damage [133, 139]. It was also 

proved that the maximum non-toxic dose for tissue sterilization and blood coagulation by 

DBD is much stronger than that used in sterilization and blood coagulation. Joshi et al. 

showed that the same FE-DBD plasma was able to deactivate E. coli, S. aureus, and 

multidrug-resistant S. aureus in respective biofilm and planktonic forms [144].  Kalghatgi 

et al. showed that reactive species: both charged and neutrals produced by DBD plasmas 

can be ‘tuned’ by varying the discharge parameters to stimulate cell proliferation or even 

apoptosis [134]. Filipić et al. reported that, in general, ‘cold plasmas’ have demonstrated 

the capability to inactivate several types of viruses, namely, bacteriophages, FCV, 

Adenovirus, Influenza A & B, respiratory syncytial virus (RSV), HIV, avian influenza 

virus (AIV), Newcastle disease virus (NDV) and porcine reproductive and respiratory 

syndrome virus [135]. Capsid protein damage, nucleic acid disintegration, and changes in 

lipid components were reported as primary disinfection mechanisms. The different RONS 

that were responsible for such disintegration were O, O3, H2O2, ONOOH, ONOO- and NOx. 

However, it was to be noted that neither all degradation mechanisms not every RONS were 

applicable for each strain of virus. 

Several studies have been conducted to investigate bacterial deactivation efficiency 

in the presence of water in a plasma discharge. NTPG in the presence of moisture is known 

to produce several RONS that include N, O, OH, NO, NO2, and possibly more [38]. 

Purevdorj et al. studied that mortality of B. pumilus spores greatly improved when water is 

introduced with air in a low pressure microwave plasma discharge [145]. The increase in 

mortality is attributed to the increased production of OH, H, and O radicals and their 
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respective reaction pathways. Hanbal et al. studied the influence of DBD jet with air 

containing admixtures of water on Tobacco Mosaic viruses (TMV), which are resistant to 

physical and chemical agents  [146]. It was observed that the RONS, namely HNO2, NO2
- 

and H2O2 produced in the plasma irradiation can degrade nucleic acids in TMV resulting 

in viral collapse to subunits. Muranyi et al. studied the effect of synthetic air with 0-80% 

relative humidity (RH) as a discharge medium in a cascaded dielectric barrier discharge 

(CDBD) on two strains of bacteria; they found that for A. niger, the bacterial mortality was 

the highest at 70% RH, whereas in case of B. subtilis, addition of any degree of RH 

deteriorated the mortality rate. The increased mortality of A. niger was attributed to the 

increased production of OH, which oxidizes the unsaturated fatty acids and proteins in the 

bacterial spores. The reduction in B. subtilis deactivation is attributed to the loss in 

discharge homogeneity of CDBD with increasing RH. Similar results have been portrayed 

by Falkenstein et al., which stated that despite the presence of water in DBD producing OH 

that increases oxidation, it also reduces micro discharges, thus reducing overall reactive 

species in the system. The latter effect is more pronounced when the reaction kinetics of 

OH with the target microorganism is relatively slow [147]. Maeda et al. applied RF 

discharge in air with variable 0-70% humidity on E. coli and found that the optimum 

deactivation is obtained at 43% RH, whereas no deactivation was observed at 0 and 70% 

RH [148]; no clear reason was given but the interaction between an increased number of 

water molecules and the powered electrode surfaces are stated to be a probable cause. 

Venzia et al. showed that moistened G. stearothermophilus spores showed no growth after 

indirect exposure to NTPG, which is contrary to dry conditions [149]. Moldgy et al. studied 

the decontamination efficiency of four different plasma sources on feline calicivirus and S. 
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Heidelberg and found that decontamination efficiency was increased with the presence of 

moisture [150]. The reactions of N2O5 with H2O and H2O2, forming HOONO and 

HOONO2, both of which have virucidal properties are stated to be responsible for the 

enhanced deactivation. 

Despite such favorable outcomes in both bacterial and viral deactivation, 

nonthermal plasmas still face an uphill challenge to being established as a general medical 

practice due to interdisciplinary complexities and a lack of knowledge of the 

physicochemical processes that involve a multitude of charged species and excited neutrals 

[139]. Moreover, most DBD apparatus presented in the literature lacks the portability as 

well as the requirement of introducing a specified amount of water vapor to incorporate the 

optimum RH, which also introduces logistic complexities. Hence, the primary goal of this 

paper is to introduce an LTP technology that can be used to disinfect personal protective 

equipment (PPE), which does not bear a direct relationship to plasma medicine, yet. In this 

paper, we present a novel, relatively simple, portable, planar DBD device with an 

electrically insulated annular flow channel built through the planar powered electrode. The 

discharge medium is air saturated with water vapor that flows through the annulus and 

forms a stagnation discharge plane between the powered dielectric and the substrate. 

Application on Escherichia (E.) coli. and Bacillus (B.) atrophaeus on agar showed that 

usage of a flowing humid discharge medium has a ~40% higher efficacy than either a static 

or a dry flowing medium in culling bacterial colony forming units (cfu). E. coli is treated 

in its ‘live’ form whereas B. atrophaeus is treated in its ‘sporulated’ form, in which, these 

have thick spore coats protecting the bacterium until conditions become favorable for 

germination. This makes these bacilli highly resistant to conventional sterilization 
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procedures [149, 151-153]. Preliminary analyses indicated that the treated substrate turned 

acidic; in the presence of water vapor, pH can be decreased due to the formation and 

subsequent dissociation of hydrogen peroxide to H+ and H2O. Thus, the approach of 

dielectric barrier discharge in water vapor promises to be efficient at disinfecting PPEs, 

which include soft surfaces, against SARS-CoV-2 or other coronaviruses which are not as 

resilient as the spores against which current tests have proved successful. 

5.2 EXPERIMENTAL METHOD AND DIAGNOSTIC SETUP 

The experimental setup consists of compressed air passing through a bubble 

column, containing filtered water, at a flow rate of 10 slpm, Figure 5.1a. The resulting 

humid air, saturated with water vapor, at 298 K, 1 atm is passed concentrically through an 

in-house designed electrode assembly. When static conditions are tested, the airflow is 

turned off. In the case of studying airflow without adding water, an empty bubble column 

is used. The electrode assembly is positioned at 2 mm from the substrate, which, in turn, is 

placed on a ground plate. The substrate in the present experimental setup consists of agar 

media containing either E. coli or B. atrophaeus. The dielectric barrier discharge is initiated 

in the stagnation plane formed by the saturated air between the lower surface of the 

electrode (the dielectric itself) and the grounded substrate. 

The construction of the electrode is detailed in Figure 5.1b. It consists of a circular 

sandblasted copper ring (OD 1.75”, ID 0.39”, thickness: 0.06”), which acts as the powered 

electrode, fused to the top surface of a circular quartz ring (OD 2”, ID 0.25”, thickness: 

0.125”), which serves as the dielectric. The copper electrode is welded to a corona-resistant 

wire that is drilled into the Delrin housing from the top and connects the electrode to the 

power supply (not shown). The entire setup is housed in a Delrin block (OD 2”, thickness: 
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2”). The inner diameter of the Delrin cylindrical block is drilled to Ø 0.25” from the bottom 

to a height of 0.25” and to a Ø 0.5” at the top to a depth of 1”. A 0.25” compression fitting 

to 0.5” NPT” is fitted on the top of the housing to connect an inlet PFA tube carrying the 

water vapor saturated air. At the bottom of the housing, a quartz tube (OD 0.25”, ID 0.16”) 

is fitted and its walls are fused with adhesive to the inner walls of the dielectric. This tube 

serves as the passage for the saturated air to the ground to form the discharge stagnation 

plane.  

A regulated 15-25 kV, 50-4000 Hz, 300W pulsed DBD power supply (Advanced 

Plasma Solutions) was used to initiate the DBD discharge in a stagnation plane of moisture 

saturated air. The DBD HV pulser is operated at 20kV, 1670 Hz with a pulse width of 0.3 

ms. An Agilent mixed-signal oscilloscope MSO7054B (500 MHz, 4GS/s) was used to 

measure the discharge voltage and discharge current, Figure 5.1c. The voltage at the copper 

electrode was measured via a North Star PVM-4 1000:1 HV probe and the discharge 

current was measured at the ground with a Pearson 6515 current monitor. The power 

density was maintained at 0.87 W/cm2. The optical emissions spectrometer of the discharge 

is captured with an integration time of 10 s by Ocean Optics HR4000 CG-UV-NIR with an 

optical fiber directed towards the center of the discharge plane. 

5.3 STERILIZATION EFFICACY PROCEDURE 

A suspension of 105 colony forming units (CFUs) per ml of E. coli (K-12 strain, 

ATCC 10798) and B. atrophaeus spores (BG-105, Crosstex Medical Company) were made 

separately in Luria-Bertani (LB, Fisher Scientific) and 1X phosphate-buffered saline 

(1XPBS), respectively, before the DBD treatment. Enumeration of both E. coli and B. 

atrophaeus spores were done through optical density measurement at 600 nm (OD600) 
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with a Biotek Synergy 2 microplate reader; quantification was done using 2 X 109 

CFUs/OD600. 100 µl of the respective suspension containing 1 X 104 CFUs was spread 

solidified LB agar in 100x15mm petri dishes to a height of 0.5 cm. 

 
(a) 

 

 

(b) (c) 

 

Figure 5.1 (a) Schematic of the experimental setup, (b) Detailed electrode 

configuration, (c) Single characteristic voltage and current pulse in the discharge 
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Each dish with either E. coli or B. atrophaeus is placed below the electrode such 

that the surface of the agar is 2 mm from the bottom plane of the dielectric. After the 

experiments, the petri dishes were incubated at 37°C for 24 hours to facilitate the growth 

of colonies. The colonies were later counted with Image J software. 

5.4 RESULTS AND DISCUSSION 

The dielectric barrier discharge is initiated in the stagnation plane formed by the 

saturated air between the lower surface of the electrode (the dielectric itself) and the 

grounded substrate. Figure 5.2 shows the visualization of the discharge without and with 

the influx of water vapor. Figure 5.2a shows that without the influx of air or water vapor, 

the DBD discharge is mostly non-uniform and filamentary. The discharge mostly emits the 

characteristic bluish color of nitrogen emissions. With the influx of moisture saturated air 

from the center of the top plane, the discharge becomes more uniform, and the filamentary 

nature is reduced, Figure 5.2b. 

 
(a) 

 
(b) 

 

Figure 5.2 Visualization of the discharge structure (a) Without added humidity, (b) 

With added humidity 
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The experiments were conducted for three different discharge media: i) static 

ambient, ii) airflow with no water added at room temperature (298 K) and 1 atm, and iii) 

airflow saturated with water vapor at the same conditions. Multiple samples were treated 

at each condition to reduce statistical variance. Visual observation showed that after the 

same treatment duration, the petri dishes that were treated with moisture-saturated air 

shows the least number of colonies, Figure 5.3(a-d). Thus, DBD discharge in a humid 

airflow medium has the highest efficacy in disinfection compared to using static and 

flowing air as discharge media. 

 Control Static Air Air + H2O 

E. coli 

treated 

for 2 

mins 

    
 (a) (b) (c) (d) 

B. 

Atro-

phaeus 

treated 

for 20 

mins     
 (e) (f) (g) (h) 

     

Figure 5.3 Comparison of the visual representation of the DBD treatment of (a-d) E. 

coli, (e-h) B. atrophaeus, for different discharge media and control 

 

Since B. atrophaeus was treated in its sporulated form, it offered greater resistance 

to RONS from the plasma generation and thus, needed to be treated for a longer duration. 

It is observed that while, for E. coli, it was sufficient to treat for 2 mins to obtain maximum 

disinfection, B. atrophaeus did not show any noticeable effect of disinfection until the 

treatment time is longer than 10 mins. Similar to the case of E. coli, it is observed from 
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visual representation that petri dishes, which were treated with moisture saturated air as the 

discharge medium shows the least amount of bacillus, Figure 5.3(e-h). Thus, in the case of 

bacillus spores, the effectiveness of DBD with humid plasma is also superior to either of 

the other two discharge media. 

 

 
(a) 

 

 
(b) 

 

Figure 5.4 (a) Comparison of bacterial load reduction for different discharge media for 

E. coli and B. Atropaheus, (b) Temporal evolution of bacterial load reduction for DBD 

in Air + H2O medium 
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As described in the previous sections, the bacterial colonies were counted after 24 

hours of incubated growth with ImageJ software. The deactivation efficiency is calculated 

by a logarithmic reduction method described in [154] as log10(N0/N), where N0 is the 

bacterial count in the control samples that did not undergo any sort of treatment and N is 

the bacterial count after undergoing DBD treatment. The visual representations of 

treatment effects of different discharge media are graphically portrayed in Figure 5.4a. This 

is in agreement with the visual observations showing the superiority of the moisture-laden 

airflow as the discharge medium. It can also be noted from Figure 5.4 (a) that compared to 

treatment under static conditions, adding humid airflow to the discharge medium increases 

the deactivation efficacy by ~1.5 and ~2.5 times for E. coli and B. atrophaeus respectively. 

Experiments were conducted for different treatment durations. The E. coli were 

treated for treatment times of 0.5, 1.25, and 2 min; the B. atrophaeus petri dishes were 

treated for durations of 10, 15, and 20 minutes. Figure 5.4 (b) shows the dependence of 

bacterial load reduction on treatment times for only the moisture-saturated air as the 

discharge medium. It is observed that for both the bacterial strains, the bacterial load 

reduction increases in a linear correlation with treatment time. Figure 5.4 (b) also confirms 

that for B. atrophaeus, the minimum treatment time for noticeable bacterial load reduction 

is 5 times that is required for E. coli due to its spore-protection form. For both B. atrophaeus 

spores and E. coli colonies, the DBD in the humid medium proved to be of the highest 

effectiveness. The effectiveness could be due to OH radicals, since they are strong 

oxidizing agents that react with cell membranes, denature the nucleic lipids and proteins in 

the bacterial cells, and thus deactivate the bacteria.  This may be attributed to the higher 

concentration of OH, H, O, and H2O2 being generated from DBD discharge in the presence 
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of a greater degree of water. Optical emission spectra of the discharge show the presence 

of OH(A-X) band at 306-312 nm [155] and reactive nitrogen species (N2 2
nd +ve, 337-410 

nm [156]) in the discharge, Figure 5.5a. Direct reliable,  accurate quantification of OH and 

other reactive species is beyond the scope of the present work.   

 
(a) 

 

 
(b) 

 

Figure 5.5 (a) Optical emission spectra of the discharge plane showing the OH and N2 

2nd positive emission bands, (b) Radial variation of pH from the agar center, post 

treatment 
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OH, radicals are highly reactive and the combination of two OH radicals produced 

in plasma discharge to form one molecule of H2O2 in the afterglow can be regarded as a 

possible decay mechanism of OH.  Since H2O2 is acidic, its formation is supposed to lower 

the pH. Thus, pH measurement of the treated medium is adopted as an indirect method to 

assess treatment effectiveness. The agar medium is treated for 25 mins with all of the three 

discharge mediums and the radial variation of pH from the center of influx is measured 

using Horiba LAQUAtwin pH-22 Compact Meter. Figure 5.5b shows that the static 

conditions induce the largest pH drop but with the smallest treatment range i.e., localized 

since it had no induced flow and thus no convective species transport. Despite DBD in both 

‘air’ and ‘air + H2O’ having comparable treatment ranges, air + H2O, induces a slightly 

larger pH drop farthest away from the center. The drop in pH of the medium in static and 

dry airflow conditions may be attributed to low-oxidizing radicals and neutrals that do not 

primarily originate from the presence of water. Furthermore, in further experiments (not 

shown here), it is seen that the presence of O2 enhances the production of H2O2 in plasma 

NTP discharge in presence of H2O. This may explain why DBD in static conditions was 

not able to considerably deactivate B. atrophaeus spores despite lowering the pH by the 

greatest degree.  The increase in acidity of the medium in presence of water vapor can be 

potentially due to the formation and subsequent dissociation of H2O2, formation of 

peroxynitric acid (HOONO2) and peroxynitrous acid (HOONO), all of which have 

bactericidal properties [150] but may not drastically decrease pH since these are not direct 

deposited on the substrate due to being associated with a radial convective flow. A sharp 

drop in pH might also be undesirable for medical applications.   
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(a) (b) 

 

Figure 5.6 DBD-treated strains of (a) E. coli and (b) B. atrophaeus, stained with Sybr 

green and PPI to reveal dead DNA 

 

To analyze the cause of the deactivation of the treated stains, live/dead experiments 

were conducted on the treated samples. Both the treated strains of bacteria are treated with 

Sybr green and subsequently with propidium iodide (PI). Sybr green can penetrate both 

live and dead cells whereas PI can penetrate only dead cells. Both Figure 5.6a and Figure 

5.6b show that E. coli and B. atrophaeus exhibit yellow stains which indicate the presence 

of both Sybr green and PI. This confirms that the bacterial cells have indeed been ‘killed’ 

by the DBD plasma. 

5.5 CONCLUSIONS 

In this work, we have compared bacterial load reduction of two different strains: E. 

coli and B. atrophaeus via nonthermal dielectric barrier discharge plasma operating at 

atmospheric pressure with three different discharge media. It was demonstrated that using 

air saturated with water vapor at 298 K and 1 atm as a plasma medium increases the 

disinfection effectiveness for both strains. A treatment time of 20 mins with humid plasma 

was necessary to achieve maximum disinfection with B. atrophaeus spores, whereas an 
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exposure time of 2 mins was deemed sufficient to disinfect E. coli. Optical emission 

spectroscopy and pH measurement show the presence of OH(A-X) bands, N2 2
nd positive 

systems, and possibly H2O2, generated in the discharge. It was also noted that in the case 

of humid air, the pH change was prevalent over the longest distance from the influx point, 

signifying the largest treatment range. It was also able to impart maximum deactivation 

efficacy with the least change in pH of the overall culture medium. Based on the efficacy, 

it could be said with reasonable confidence that it will be a successful tool against viruses 

as well. 

Furthermore, an agar surface was treated which can be classified as soft and has 

ramifications for disinfecting surfaces of PPEs, mask airways, tubing, often touched 

locations such as arms of sofas/chairs, patient stirrups, straps if present, and the mist can 

penetrate hard to reach areas such as in-between computer keyboards or behind monitors. 

The approach of DBD in water vapor promises to be efficient at disinfecting items such as 

PPEs enabling quick, safe, and efficient re-use.  Furthermore, the fact that DBD discharge 

in presence of water vapor promotes maximum deactivation efficacy without incurring any 

significant change in the pH of the medium is promising and the involved processes need 

further investigation. 
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CHAPTER 6 : 

IMAGING MEASUREMENTS OF ABSOLUTE OH AND H2O2 

CONCENTRATIONS IN A HE-H2O NANOSECOND PULSED 

ATMOSPHERIC PRESSURE DIELECTRIC BARRIER DISCHARGE JET 

BY PHOTO-FRAGMENTATION LASER-INDUCED FLUORESCENCE4 

  

 
4 Tahiyat, M. M., D. V. D. Bekerom, E. Huang, , J. H. Frank and T. I. Farouk, 

Absolute OH and H2O2 density measurements in nanosecond pulsed He-

H2O and He-H2O-O2 in near atmospheric pressure dielectric barrier 

discharge afterglow by photo-fragmentation laser-induced fluorescence. 

To be submitted to Plasma Sources Science & Technology. 
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6.1 INTRODUCTION 

In recent times, nonthermal plasma (NTP) discharges in presence of water have 

found a widespread scope of research in environmental [157-159], biomedical [134, 160, 

161], and catalysis [162-164] applications. The primary reason for this immense interest is 

the production of reactive oxidizing species from NTP discharge in humid medium, namely 

OH and H2O2, which take active roles in the aforementioned physicochemical processes. 

In wastewater treatment, ozone and OH are the primary species responsible for the 

oxidation of organic contaminants in liquid [157] and gaseous states [159]. Both OH and 

H2O2 are prominent oxidizers in plasma-activated water that has shown to possess 

antibacterial effects [158, 160]. OH, H2O2 and O3 generated from NTP via dielectric barrier 

discharge (DBD) was also found to promote proliferation when NTP is applied to 

mammalian cells [134]. The OH radicals generated from NTP also showed promise in the 

treatment of cancer cells [161]. It was observed that plasma-catalytic destruction of volatile 

organic compounds (VOCs) increased in efficiency due to the formation of OH in the 

presence of humid air [162, 164]. Hydroxylation reactions were also found to be one of the 

primary pathways for the catalytic breakdown of pharmaceutical wastes [163]. Thus, to 

understand discharge chemistry and conditions responsible for the generation of these 

oxidizing species, it is imperative to know their respective discharge distribution for 

different operating parameters.  

Most experimental efforts in the literature have attempted to use laser-induced 

fluorescence (LIF) to quantify OH distribution in nano-second pulsed (NSP) discharges. 

However, these attempts have usually involved trace water vapor in carrier gases: nitrogen 

[165], helium [29-31], argon [29], and synthetic air [24, 25]. In most cases, a frequency-
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doubled dye laser- synchronized with a high voltage pulsar- is used to generate 282 nm 

photons, which excite OH in a timed discharge; the resultant fluorescence is captured with 

an ICCD camera with a 313 nm optical filter coupled with a spectrometer [31]. The OH 

concentration is usually found via a chemical model or UV absorption spectroscopy.  

Optical emission spectroscopy (OES) of pulsed corona discharge in water has been 

studied previously for both liquid and bubble modes [166]. Stark broadening of the Hβ line 

was used to measure electron number density (ne) and the gas temperature (Tg) was 

measured from the rotational temperature of N2(C-B) lines. Both ne, emission intensities 

of OH, H, and O as well as chemical reactivity -deduced by measuring the production rate 

of H2O2- were found to be significantly larger in the liquid state than in the bubble state 

whereas Tg was ~ 300 K higher in the liquid mode [166].  

The OH number density measurements in the afterglow of an NSP discharge in He 

+ trace H2O were compared from three different techniques: UV absorption, LIF calibrated 

with Rayleigh scattering, and chemical modeling were all found to correspond within 

experimental uncertainty [33]. The spatial density distribution of OH in an NSP discharge 

in a He-H2O mixture was studied with LIF for two different discharge power densities [31]. 

It was observed that for low power, OH is mostly concentrated in the middle of the 

discharge whereas for the higher power, OH was mostly present at the periphery and the 

discharge core appeared dissociated. It was deduced from a chemical model that in the 

latter case, the dissociated core resulted from charge exchange and dissociative 

recombination of atomic ions and OH+. The OH density in NSP discharge of an N2-H2O 

mixture also showed a drop in OH at the core, which was expected to be due to a higher 

OH decay rate due to core kinetics involving larger local densities of N and N+ [165]. For 
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a similar discharge geometry and gas mixture, it was observed that the maximum OH 

density was found in the afterglow at 1-2 μs after the discharge current pulse [30]. This OH 

spike in the afterglow was attributed to the charge transfer reactions from atomic ions to 

H2O and electron-water ion recombination reactions. The absolute number density of OH 

had also been measured by broadband UV absorption spectroscopy for He-H2O mixture in 

RF glow discharge, using 310 nm UV LED [27]. For different humidity and power 

densities, the OH number densities were found to be in the range of 1019 -1020 m-3 for 

temperatures between 345-410 K. Discharge morphology of DBD with H2O in presence of 

He and Ar was studied with ICCD imaging and broadband absorption [29]. The difference 

in OH density wrt H2O concentration for the two gases was attributed to the change in the 

number of micro discharge filaments, surface charge intensity, and kinetic losses. LIF 

measurements in a pulsed arc discharge in H2O/O2/N2 mixture, showed that OH increased 

with both humidity and oxygen content due to the formation of additional reaction 

pathways [25]. Spatial and temporal temperature measurements for a pulsed positive 

corona discharge for a similar gas mixture showed that, in the afterglow, the temperature 

at the anode is higher than in the rest of the discharge volume [24]. This was attributed to 

the lower OH decay rate at the anode owing to the comparative lack of OH forming reaction 

pathways in the rest of the discharge volume. In a nozzle-to-plane dc streamer corona 

discharge, 2-D LIF showed that OH radicals were produced mostly within the streamers 

and the shape of these streamers was affected by the presence of metastables from 

associated carrier gases [23]. LIF measurements in atmospheric pressure DBD in He-H2O 

mixture had shown that comparative dependence of OH density was greater on the water 

vapor content than on discharge current; the maximum value at saturated vapor pressure 
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was found to be 1013 cm-3 [167]. Even though LIF measurements of OH and Tg in trace 

water in presence of He, N2 and O2 had been well researched in pulsed dc systems, similar 

measurements of OH and H2O2 in high water content in a DBD system had been scarce. 

Moreover, most chemical models used to calculate OH density did not include the OH 

decay recombination reactions to form H2O2. 

Since H2O2 was not known to fluoresce in any known wavelength, 

photofragmentation LIF (PF-LIF) was adopted to detect and quantify H2O2. In the PFLIF 

technique, a pump photon (213 nm or 266 nm) photo dissociates a parent molecule (in this 

case, H2O2) into fragments (i.e. OH)  that are detected by a probe photon (282 nm) using 

LIF [168, 169]. The 213 nm is generated from the fifth harmonic of an Nd: Yag laser, 

whereas 266 nm is generated from a frequency quadrupled Nd:Yag laser. Previous studies 

in combustion physics measured H2O2 by using a 266 nm laser to photo-dissociate each 

H2O2 molecule into two OH radicals which were, in turn, excited by LIF, and the resulting 

signals were detected [170, 171]. A technique for measuring both H2O and H2O2 had been 

studied by combining PF-LIF and Two-Photon LIF (2P-LIF): KrF excimer laser at 248.28 

nm is used to induce broadband fluorescence (400-500 nm) from H2O molecules via 2P-

LIF and simultaneously photo dissociate H2O2; 281.9 nm from a frequency-doubled dye 

laser was used to fluoresce resulting OH after 50 ns [169]. PF-LIF signal yield from H2O 

at room temperatures was also deemed negligible compared to that from H2O2. Despite 

multiple applications in combustion physics, PF-LIF to detect H2O2 in non-thermal plasma 

is virtually nonexistent in literature and thus, will contribute to a new development in this 

area.  
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In this research, we studied the time-evolved generation of OH and H2O2 from a 

near-atmospheric pressure (600 Torr) dielectric barrier discharge in two different carrier 

gas mixtures: He-H2O mixture at the highest attainable water vapor concentration at 283K 

with and without 5% O2 admixture. The planar distribution of H2O2 and OH were measured 

using PF-LIF and LIF respectively. He is used as the carrier gas since it has lesser reaction 

pathways that involve OH kinetics that is expected to facilitate modeling the discharge [30] 

and being the only monatomic inert gas, possesses lower quenching ability than other 

polyatomic inert gases. The H2O2 concentration was calibrated by flowing a He-H2O2 

mixture through the six-way cross reactor and the concentration of H2O2 was measured 

using absorption spectroscopy during calibration. The OH concentration was calibrated 

from a chemical model. The results from these experiments will serve as a kinetic model 

validation target since such data for high water vapor concentration is not readily available 

in the literature. The data will also provide important insights into the kinetics and 

disinfection mechanism of He-H2O NTP discharge. 

6.2 EXPERIMENTAL SETUP 

The schematic of the experimental setup is shown in Figure 6.1a. He gas is 

continuously passed through an MKS mass flow controller at 500 sccm following a bubbler 

containing deionized water in a water bath (not shown here) at 283 K. The temperature of 

the water bath was kept 10 K below room temperature to prevent unwanted condensation 

in the exit lines. The resultant He-H2O mixture flows from the top of the electrode through 

the center and forms a stagnation plane in the 4 mm interelectrode spacing between the 

quartz dielectric and a grounded SS plate (not shown here). The entire electrode assembly 

is placed in a 6 -way cross cell (not shown here), which is pressurized with He at 600 Torr. 
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The water vapor concentration is calculated by the assumption that the He-H2O mixture 

flowing out of the electrode nozzle in the bottom is saturated with water vapor at 278 K. 

TPS DVX –(10 kV, 15 mA), operating on burst mode, is used to provide high voltage 

pulses to the powered electrode. The frequency of the burst mode is controlled by a function 

generator synchronized with a delay generator. The delay generator is also used to time the 

lasers and the ICCD cameras in accordance with the voltage pulse. The jitter in the signals, 

recorded from the oscilloscope is ~2 ns. The voltage and current profiles were recorded 

with a North Star PVM-4 high voltage probe and Pearson 6015 current monitor. 

 
(a) 

 

 
(b) 

 

Figure 6.1 (a) Schematic of the experimental setup, (b) Detailed configuration of the 

electrode 
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6.3 ELECTRODE CONFIGURATION 

The detailed configuration of the powered electrode is shown in Figure 6.1b. It 

consists of a powered copper cylinder housed concentrically in a Delrin cylindrical block. 

A tapered mica cylinder is drilled into the copper to induce structural rigidity as well as 

discharge leaking from the sides of the copper. A concentric channel is drilled into the mica 

as well to flow the He-H2O mixture. Finally, a quartz dielectric with a center hole is fused 

to the copper and Delrin using an adhesive with high dielectric strength. 

The schematic of the laser generation system for LIF and PFLIF diagnostics is 

shown in Figure 6.2a. The 5th harmonic from Nd:Yag laser (Continuum Surelite) was used 

to generate the photodissociation beam (213 nm) to fragment H2O2 to OH radicals. A tuned 

frequency-doubled dye laser (Lambda-Physik), with Rhodamine 6 G dye, pumped by an 

Nd:Yag laser (Quanta-Ray)  was used to generate an excitation beam (282.594 nm), which, 

induced fluorescence from OH at 315 nm. The benefits of using this transition are 

mentioned in [31]. To measure OH generated solely from the DBD, the 213 nm beam was 

blocked with a beam dump. The laser pulses were produced at a frequency of 10 Hz. The 

intensity of the laser pulses was measured with a photodiode (‘name’) connected to an 

oscilloscope (‘Tektronix’). The laser energy per pulse for 213 nm and 282.594 nm beams 

were 0.3 µJ and 0.1 mJ respectively with a variation of ± 4%.  
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6.4 LASER DIAGNOSTICS SETUP 

 
(a) 

 

 
(b) 

 

Figure 6.2 (a) Schematic of laser generation, (b) Schematic of LIF detection 
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Figure 6.2b shows the LIF detections setup in more detail. The two beams were 

aligned bypassing those through two apertures placed as shown by adjusting the reflector 

for each beam. A cylindrical quartz lens of a focal length of 500 mm is used to create a 

laser plane of a thickness of 10 nm and a knife-edge is used to cut the laser plane to a height 

of 4 mm so that there is insignificant fluorescence from the sides of the electrode. A UVFS 

sampler is used to transmit 10% of the incident laser radiation to a separate camera for 

measuring beam profiles. The six-way cross housing the electrode is connected to a 

Brewster window to allow beam exit. The fluorescence signal from the DBD discharge is 

collected through an ICCD camera (Andor) with a Nikkor 105 mm f/2.5 UV lens through 

one of the quartz windows, perpendicularly to the beam path. A bandpass filter with a 

central wavelength of 315 nm with an FWHM of 10 nm is connected to the ICCD camera 

to filter out unwanted signals. 

6.5 GAS TEMPERATURE MEASUREMENT 

The gas temperature was measured from the rotational temperature of the OH (A, 

v’=1) state. This is measured by spectrally resolving the fluorescence signal of the OH (A, 

v’=1) state when the ground state is excited using the P1(2) transition. Assuming the time 

scale for the rotational energy transfer is much less than the lifetime of the excited state, 

the gas temperature can be said to be equal to the rotational temperature of the excited state. 

A spectrally resolved fluorescence signal is compared to that generated from LIFBASE 

[172] and the rotational temperature is calculated from the fit. 
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6.6 ABSOLUTE CALIBRATION FOR H2O2   

Absolute calibration of H2O2 PF-LIF signals is performed using a He-H2O-H2O2 

reference mixture, which consists of a 2 slm flow of He bubbling throw a 50%(wt.) 

hydrogen peroxide solution, maintained at 283 K by a temperature-controlled water bath. 

As discussed below, the mole fraction of hydrogen peroxide vapor in the mixture is much 

smaller than that of water, and so it may be assumed that quenching is dominated by water. 

Collisional quenching rates of OH(A) in the reference mixture are the same as in the 

experiment, eliminating the need for fluorescence yield correction. The absolute hydrogen 

peroxide profile 𝒙𝐻𝑃 is then directly obtained by the ratio of PF-LIF signals in the 

experiment and reference mixture: 𝒙𝐻𝑃 =
𝑰𝑃𝐹𝐿𝐼𝐹−𝑰𝐿𝐼𝐹

𝑰𝑃𝐹𝐿𝐼𝐹
𝑟𝑒𝑓

−𝑰𝐿𝐼𝐹
𝑟𝑒𝑓 𝑥𝐻𝑃

𝑟𝑒𝑓
, where 𝑰𝑃𝐹−𝐿𝐼𝐹 is the PF-LIF 

image in the experiment, 𝑰𝑃𝐹−𝐿𝐼𝐹
𝑟𝑒𝑓

 the PF-LIF image in the reference mixture, 𝑥𝐻𝑃
𝑟𝑒𝑓

 is the 

H2O2 mole fraction in the reference mixture, and boldface symbols signify 2D images.  

Mole fractions of water and H2O2 could in principle be estimated by their vapor 

pressures. To calculate the vapor pressures for the hydrogen peroxide solution, we used 

Raoult’s modified law following [173]. The expected vapor pressures and mole fractions 

are shown in Table 6.1 below: 

Table 6.1 Expected water vapor and mole fractions of H2O and H2O2 for different 

temperatures 

   

 T = 283.14 K T = 293.14 K: 

pH2O   5.7 torr 11.0 torr 

pH2O2   0.21 torr 0.45 torr 

xH2O     0.76 % 1.44 % 

xH2O2    273 ppm 592 ppm 
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As can be seen, the vapor pressures are highly sensitive to temperature, with the 

mole fractions of both water and hydrogen peroxide roughly doubling at a temperature 

increase from 10°C to 20°C. This is an important detail because we only measure the bath 

temperature. We assume that the liquid-vapor boundary is at this same temperature, but 

this is not guaranteed since the top half of the bubbler is not completely submerged, 

potentially allowing the vapor to heat up significantly above the bath temperature of 10°C. 

Moreover, for the higher flow rates (up to 5 slm), the residence time in the bubbler may be 

too small for the gas to equilibrate with the temperature of the hydrogen peroxide solution.  

To improve the accuracy of the concentration estimates, FTIR-absorption 

spectroscopy was employed to directly measure the H2O and H2O2 concentrations. The gas 

mixture was sampled by flowing the gas through a 12 cm cell with KBr windows, placed 

in the N2 purged sample compartment of an FTIR spectrometer. The gas was sampled in 

two positions; In one of the positions, the exit of the jet was immediately let into the FTIR 

absorption cell (off-line). In the other position, the absorption cell was placed in line with 

the exhaust line of the cell (between the pump and experimental cell). The measured 

absorption spectra at both positions are shown in Figure 6.3.  

Concentrations were obtained by fitting the absorption spectra with a synthetic 

spectrum based on the HITRAN line database for H2O and H2O2. The fitted H2O2 mole 

fractions are as follows: 𝑥𝑐𝑒𝑙𝑙 𝑒𝑥ℎ𝑎𝑢𝑠𝑡
H2O2 = 0.045% and  𝑥𝑗𝑒𝑡 𝑒𝑥𝑖𝑡

H2O2 = 0.050%. The mole 

fraction of water does not differ between the two positions and is determined to be:  

𝑥𝑐𝑒𝑙𝑙 𝑒𝑥ℎ𝑎𝑢𝑠𝑡
𝐻2𝑂 = 𝑥𝑗𝑒𝑡 𝑒𝑥𝑖𝑡

𝐻2𝑂 = 0.43%. 
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The measured H2O2 fractions are consistent with predictions at 293K (20°C), but 

measured water fractions are significantly lower than predicted values at 283K (10°C), the 

controlled bath temperature. 

The difference in measured H2O2 concentration between positions 1 and 2 suggests 

that H2O2 reacts away somewhere in the system. Because it is hard to say where this 

happens exactly, it would be more robust to measure the density in-situ. To this extent, the 

H2O2 density is also measured by UV-absorption of the 213nm laser. After the 213nm 

beam passes the experimentation cell once, it is reflected to double the absorption path 

length. The laser intensity is monitored before entering the cell and after passing the cell 

twice by photo-diodes that are verified to operate in a linear regime. Diffusers in front of 

the PDs mitigate the effect of spatial fluctuations. The ratio of the intensities between the 

 
 

Figure 6.3 Absorption spectra at the two different locations 
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two beams is used to calculate the transmission, which is then used to calculate hydrogen 

peroxide concentration via Beer’s Law.  

The obtained mole fractions were 550, 561, and 566 ppm H2O2, which is reasonably 

close to the values obtained by FTIR absorption. Both the values obtained by IR- and UV 

absorption are close to the estimated values for 293.14 K but much higher than those 

estimated for 283.14 K, the bath temperature of the bubblers. This could indicate that the 

H2O2 vapor present in the cell originates from H2O2 condensed in the lines, where the 

temperature is closer to 293K. 

6.7 ABSOLUTE CALIBRATION FOR OH 

Absolute calibration of the OH-LIF images is done in two steps. At first, the LIF 

signal is normalized by fluorescence from acetone to correct for the distribution in the laser 

intensity (flat-field correction). The normalized LIF-signal is multiplied by a scalar 

calibration constant 𝐶𝑐𝑎𝑙 to reflect absolute OH densities:  𝒙𝑂𝐻 =
𝑰𝐿𝐼𝐹

𝑰𝐿𝐼𝐹
𝑎𝑐𝑒 𝐶𝑐𝑎𝑙.  The second 

step of the absolute calibration procedure is to determine the value of 𝐶𝑐𝑎𝑙, which can be 

found by measuring the LIF signal of a known quantity of OH. 

Absolute OH-densities are inferred from the decay time constants of ground-state 

OH, similar to [167]. Instead of measuring OH-decay traces in the plasma, however, we 

used photo-fragmentation of H2O2, which provides a relatively clean system where the 

majority reactive species, H2O and H2O2, can be quantified through IR- and UV absorption 

spectroscopy respectively. This leaves only one unknown impacting the OH-decay rate, 

namely the OH-concentration, which can be solved for. 
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Figure 6.4 Temporal LIF signal decay for the two flow mixtures 

 

 

The OH-decay trace (or decay time constant) is measured by recording LIF-images 

while stepwise increasing the delay time between the 213nm and 282nm laser, starting at 

a delay of 50ns and increasing in steps of 10us. Each of the LIF-images is first normalized 

by the laser profile and consequently averaged over a uniform region. This averaged LIF 

signal is plotted for varying delay times in Figure 6.4 with a logarithmic vertical scale. The 

straight line in Figure 4 suggests that the decay is close to singly exponential decay, which 

contrasts the observed quadratic behavior (in semilog-y) observed by [167]. The reason for 

this discrepancy is that in our case the H2O2 concentration is significantly higher, which 

promotes the H2O2 + OH -> H2O + HO2 relative to the OH + OH -> H2O + O reaction that 

causes the quadratic dependency. The vertical offset between the pure He and O2 admixed 

traces is due to the difference in fluorescence yield.   

The decay traces are fitted with a singly exponential function: 𝑦 = 𝑦010
−𝑡/𝜏, which 

yields the averaged LIF-signal 𝑦0 at 𝑡 = 0 and the (decadal) decay time constant 𝜏 of the 

decay trace.  
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The mole fraction of water and hydrogen peroxide were used as inputs in a 

Chemkin calculation to simulate the OH decay. The OH concentration was a free parameter 

that was varied to match the experimentally observed decay. 

 
 

Figure 6.5 Sensitivity of OH decay rate to OH mole fraction 

 

Figure 6.5 shows OH decay simulated in ChemKin, based on the measured 559 

ppm H2O2 as an input value. The OH-decay is insensitive to the water concentration. The 

OH number density was varied until the initial slope of the simulated OH decay 

approximately matched the slope of the measured decay for a single exponential with τ = 

76.4 us, which came out  𝑥𝑂𝐻
𝑐𝑎𝑙 = 14 ppm. 

When the H2O2 is decreased to 300ppm, the OH needs to be increased to 50 ppm 

to match the initial OH decay rate. However, at 50 ppm the decay is no longer single 

exponential because now OH + OH reactions dominate. This lends additional credence to 

the measured H2O2 values of ~600 ppm.  
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Now, the calibration constant can be calculated as follows: 𝐶𝑐𝑎𝑙 = 𝑥𝑂𝐻
𝑐𝑎𝑙/𝑦0, where 

𝑥𝑂𝐻
𝑐𝑎𝑙 is the OH mole fraction obtained from the Chemkin simulations, and 𝑦0 is the 

averaged LIF signal obtained from fitting the experimental decay curve. 

6.8 LINEARITY VERIFICATION 

If the excitation laser energy is too high, partial or even complete saturation of the 

LIF transition could occur, at which point the LIF signal intensity doesn’t scale linearly 

with the laser energy anymore. The calibration procedure of the H2O2 is insensitive to 

(partial) saturation because the LIF signals of the experiment 𝑰𝐿𝐼𝐹 and reference 𝑰𝐿𝐼𝐹
𝑎𝑐𝑒 have 

the same degree of saturation which divides out when taking the ratio. In the OH 

calibration, the OH-LIF signal is divided by the LIF signal from acetone, which likely has 

different degrees of saturation while operating outside of the linear regime. 

The linearity of the OH-LIF was investigated by measuring the LIF intensity as a 

function of excitation laser energy, Figure 6.6. The energy was scanned by rotating a half-

lambda waveplate, which in conjunction with a polarizing beamsplitter cube comprises a 

variable attenuator. The laser energy was measured by a photodiode which was confirmed 

to have a linear response to the beam energy and was calibrated by comparing the diode 

signal to a laser power meter. 
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Figure 6.6 PF-LIF signal dependence on laser energy 

 

A partially saturated LIF transition can cause artifacts at the edges, where laser 

energy is lower, and the transition is less saturated. Because the acetone-LIF used to image 

the laser intensity distribution is in the linear regime, this may cause the normalized signal 

in the edges to appear higher than it is. To test how strong this effect is, LIF images were 

taken at 100%, 50%, and 25% of the laser energy. Ratios of 50/100 and 25/100 are shown 

in Figure 6.7.  

 
 

Figure 6.7 LIF signals at 50% and 25% ratio 

 



 

152 

By binning over the horizontal axis, the profiles can be compared directly: 

  
(a) (b) 

 

 

Figure 6.8 Different LIF ratios binned horizontally 

 

It is seen that as long as the intensity doesn’t drop below 60% of the maximum 

energy, the worst overestimation of the OH concentration as a result of saturation is 5%, 

Figure 6.8a. This rule was used to determine the valid window of our data; this window is 

defined by those rows where the laser intensity drops to no lower than 60%, Figure 6.8b. 

Note that the plots we use for this determination drop in signal near the edges due to the 

laser profile, but also due to vignetting; The rule just described is therefore conservative 

since a measured drop of 60%, in reality, means a drop of at most 60%.    

We find that the yield ratio between the pure He and He + 5% O2 admixture is 

Y_O2/Y_He = 58.3%. This number is used to apply the calibration measured in pure He to 

experiments recorded in the admixed O2 case. 
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6.9 RESULTS 

6.9.1 GAS TEMPERATURE 

Fluorescence spectra were recorded of OH-LIF in the plasma for a series of time 

delays. The spectra were fit with a routine based on interpolating LIFBASE spectra in a 

range of preset temperatures (∆T=50K). All fitted temperatures fell in the range of 275 K-

300 K. Figure 6.9 shows the measured fluorescence spectra and a synthetic spectrum at 

T=300 K. We used an A-X(1,0) excitation scheme, so most observed emissions, 94.5%, 

originated from the (1,1) transition, with the remainder coming from the (0,0) transition 

(not shown in the figure). Fluorescence from the PF-LIF from seeded H2O2 yielded very 

similar rotational temperatures and vibrational fractions, with no indication of higher 

vibrational levels being populated. This suggests that the OH produced by the photo-

fragmentation process is in not in some hot nascent distribution but is instead fully 

equilibrated with the surroundings. From the fluorescence spectroscopy, we resolve that 

the temperature of the gas in the afterglow is ~300 K. 

 
 

Figure 6.9 Fluorescence spectrum  
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6.9.2 PLASMA EMISSION 

As mentioned previously, the HV pulsar was operated in burst mode of 5 and 10 

pulses per burst. The bursts are delivered in the first 0.1 ms (burst duration) of a 20 ms 

pulse duration. For the 5 burst/pulses mode, the optical emission for each of the successive 

pulse is shown sequentially in Figure 6.10. The emission is shown for a gate width of 50 

ns capturing each burst. 

Burst# He-H2O He-O2-H2O 

1 

  

2 

  

3 

  

4 

  

5 

  

 (a) (b) 

Figure 6.10 DBD emission in pure He-H2O mixture and (He+5%O2)-H2O 

 

Figure 6.10a shows the emission of H2O in He only. For DBD discharge in both 

gas mixtures, it is observed that the first pulse is greatly filamentary. For DBD in He-H2O, 

multiple filaments were present on the first burst but in the successive bursts, the discharge 

acquired the appearance of a uniform glow mode, and the filaments were no longer 
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perceptible. Figure 6.10b shows the emission of H2O in He, containing a 5% admixture of 

O2. A single filament is slightly visible on the first pulse. For successive bursts, a more 

glow-like appearance is observed with 1 or 2 filaments. 

The changes in plasma morphology can be explained by charge deposition on the 

dielectric. After the first burst, there could still be residual charges on the dielectric before 

the next pulse is initiated, hence facilitating the discharge in the next burst. The more 

filamentary nature of He-O2-H2O discharge could be energy losses from additional reaction 

pathways, due to the quenching kinetics of the added O2. 

6.9.3 STUDY OF PFLIF AND LIF 

A simple qualitative simulation of the stagnation flow field for a similar geometry 

and flow configuration is done in COMSOL Multiphysics version 5.3a [94] and shown in 

Figure 6.11. The LIF and PFLIF images showing absolute densities of OH and H2O2 are 

shown in Figure 6.12 for 10 bursts/pulse mode. Both active species: OH, and H2O2 adopts 

the flow-field of the stagnation plane as shown in the simulated slow-field, Figure 6.11. 

The discharge region can be subdivided into three major sections based on the density of 

the active species. The first section is the central core, in which, negligible discharge 

species are produced and are dominated by gas flow; this is denoted by the blue central 

core in almost every image in Figure 6.12. The second section is the periphery around the 

central core in which, the production of the largest amount of both the discharge species 

occurs; this is denoted by the reddish/whitish section in the top right image in Figure 6.12.  

The rest of the discharge volume outside these zones seems to be mostly dominated by 

convection and diffusion; this is denoted by the greenish/bluish regions in the top right 

image in Figure 6.12.  
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The discharge morphology can be explained by the qualitative flow-field 

distribution,  Figure 6.11. In the central channel and close to the ground plate, the velocity 

vectors are of the highest magnitude. In the initial times, both OH and H2O2 are highly 

concentrated in these regions as well, Figure 6.12. As time progresses, it is seen that the 

concentration of the discharge species tends to decrease close to the ground electrode and 

tends to increase more towards the upper surface of the discharge volume. This may be 

explained by the diffusion and recirculation velocity vectors as in Figure 6.11. With greater 

time delays, the active species are lost due to convection and reaction losses as well. The 

temporally resolved images from 1 to 10 ms show that with time, the central core widens 

i.e., the discharge species are conveyed more and more out from the central zones to the 

periphery. 

 
 

Figure 6.11 Qualitative flow field of He in a stagnation plane  of similar configuration 

(colormap in m/s) 
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Time 
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Number density of OH  
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Number density of H2O2  
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1  

 

2  

 

3  

 

4  

 

5  

 

6  

 

7  

 

8  

 

9  

 

10  

 

  

Figure 6.12 PLIF images of H2O and H2O2 in the afterglow of DBD for water vapor in 

helium with no admixture as discharge medium 
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It is further observed from Figure 6.12 that the OH density almost becomes 

undetectable after 2.5 ms, whereas ~ 7-10 ppm of H2O2 was still present after 10 ms. Thus, 

it is observed that the H2O2 residence time is longer than that of OH. For the mode with 5 

bursts/pulse, the OH density attains the same degree of non-detection at 0.5 ms earlier (not 

shown here), thus, doubling the burst rate increases the OH residence time. However, in 

the case of H2O2, the effect of doubling the burst rate did not noticeably affect its final 

concentration at the end of the pulse. The faster decay time of OH radicals can be attributed 

to the OH being an active radical whereas H2O2 is a relatively stable molecule. 

Furthermore, one of the formation routes of H2O2 is the recombination of OH radicals, 

which also explains why H2O2 possesses a longer residence time while OH decays faster.  

LIF and PLIF images showing the absolute density of OH and H2O2 for an 

admixture of 5% O2 to He-H2O mixture are shown in Figure 6.13. The plasma morphology 

is almost the same as shown in Figure 6.12. The temporally resolved images still show the 

widening of the central core and the decrease in the greenish hue in the right images in 

Figure 6.13 mean that convection and diffusion losses are also dominant along with kinetic 

loss mechanisms. 

The most noticeable change is seen in the case of H2O2 density. For the case with 

5% O2 admixture, the n(H2O2) is almost twice of that the case without O2 admixture. In the 

case of n(OH), the observations are not as straightforward. Until 2.5 ms, the n(OH) is lesser 

in the case with O2 admixture than without. However, after 2.5 ms, n(OH) in the case with 

O2 admixture steadies at ~ 0.5 ppm, whereas, in the case without admixture, n(OH) almost 

decays completely.   
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Figure 6.13 PLIF images of H2O and H2O2 in the afterglow of DBD for water vapor in 

helium with 5% O2 as admixture as discharge medium 
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Deducing the kinetics behind these observations is beyond the scope of this 

dissertation. However, it could be said that the decrease in n(OH) for the first 2.5 ms for 

the case with 5% O2 admixture is due to the quenching effect of the added O2 molecules. 

The subsequent increase in n(OH) and n(H2O2) with admixture is due to the presence of 

●O radicals from discharge in O2. The heavy particle reactions between ●O and H2O 

molecules provide additional reaction channels for the formation of OH and H2O2.  

6.10 CONCLUSION 

Planar laser-induced fluorescence (PLIF) of OH and photofragmentation planar 

laser-induced fluorescence (PF-PLIF) of H2O2 were resolved both spatially and temporally 

in a dielectric barrier discharge (DBD) of highly concentrated He-H2O mixture. Spectrally 

resolved fluorescence spectrum of OH(A-X)(1,0) excitation scheme showed that the 

discharge temperature was ~300 K. Two modes of power were investigated. It was 

observed that for the lower voltage bursts, OH had a residence time of 2 ms, whereas H2O2 

had a prolonged existence well over 10 ms. With doubling pulse voltage burst rate, OH 

residence time increased by ~ 0.5 ms, whereas the residence time or final number density 

of H2O2 was mostly unchanged. The prolonged residence time of H2O2 was attributed to 

the OH recombination reaction and higher relative stability of H2O2 molecules compared 

to OH radicals. Experiments were also repeated with 5% O2 as admixture. The results 

showed that until 2.5 ms, the OH density was lesser in the case with O2 admixture, which 

might be due to the quenching effect of O2. In the latter case (with O2 admixture), the 

presence of OH persisted well beyond 10 ms and for the same time delays, the H2O2 density 

was almost doubled. Since this phenomenon is observed in the afterglow it might be 

reasonable to suppose that such kinetics involves heavy particle reactions including charge 
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transfer, recombination, and dissociative recombination reactions involving •O radicals, 

H2O, H2O
+ and •OH. This lends credence to the fact that in DBD plasma, the density of 

the active species: OH, and H2O2 in the afterglow is highly dependent on heavy particle 

interactions in the afterglow, which can have an as significant impact as electron-impact 

reactions during breakdown initiation.  

In the future, the experiments could be repeated for varying water concentrations 

using another He has inlet stream to mix with the humid He to form mixtures with varying 

humidity. This could lend further insight if the OH and H2O2 production depend more on 

the water vapor concentration or the discharge power. A 248 nm laser could also be used 

instead of 213 nm. A 248 nm laser induces fluorescence in H2O vapor as well as 

photofragments H2O2. Thus, the concertation of H2O2 vapor could be measured in situ. 
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CHAPTER 7 : 

CONCLUDING REMARKS AND FUTURE RESEARCH DIRECTION
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7.1 PREFACE TO CONCLUSION 

The primary goal of this dissertation was to fundamentally characterize plasma 

discharge in pure water vapor. To that extent, low pressure dc glow discharge in water 

vapor was characterized using multiple operating parameters: length of discharge path, 

pressure and discharge current. A dielectric barrier discharge system employing He-H2O 

discharge medium at high H2O concentration was studied at different power densities to 

characterize active species produced in the discharge, namely, OH and H2O2. According to 

the basis of known literature, using photofragmentation laser-induced fluorescence to 

measure in situ direct production of H2O2 in a plasma that has been presented in this 

dissertation is a pioneering attempt. Using the findings from the characterization, two 

applications were developed. The first application can evaluate dryness using the emissions 

from plasma dissociation of water vapor. The second application uses the principle of DBD 

in the air-H2O discharge medium to create active species that can help in the disinfection 

mechanism. Concurrently, the 1-d dc discharge model of N2 is developed with the goal to 

discern water vapor kinetics in dc discharge that can affect the stratification of the positive 

column.  

7.2 MAJOR FINDINGS 

An extensive understanding of the plasma characterization including species 

density and discharge characteristics is necessary for high fidelity modeling of the 

discharge. In this dissertation, two different active species were spatially resolved, namely 

OH(A-X) and Hα with the most dominant emission signals originating from plasma 

dissociation of H2O. It was also observed that OH(A-X) emission was the most intense at 

the anode and have some presence in the positive column, whereas Hα transition is the most 
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intense at the cathode and had an almost undetectable presence in the positive column. This 

is potentially due to lower electron temperature (Te) at the positive column that can only 

sustain OH(A-X) of the two transitions that were studied. Since the anode sheath possesses 

lower Te than the cathode sheath, the higher intensity of OH(A-X) at the cathode sheath 

can also be termed due to larger cross-sections of OH(A-X) transitions at lower Te and vice 

versa. Two fundamental properties, namely normal current density (jn) and normal cathode 

potential (Vn) are deduced for the water vapor plasma for stainless steel electrodes. Both jn 

and Vn dictate conditions for maintaining stable normal glow discharge as well as 

discerning the size of the cathode spot.  

Dielectric barrier discharge plasma in water vapor in pseudo atmospheric helium 

produced both OH and H2O2, both of which were detected with laser-induced fluorescence 

and photofragmentation laser-induced fluorescence, respectively. H2O2 was measured with 

direct calibration with an H2O2-He mixture of known concentration, whereas OH was 

measured using a chemical model to fit the OH decay trace in the afterglow. It was also 

shown that the addition of O2 increased the concentration of both OH and H2O2, however, 

in the case of OH, there is time-varying kinetics introduced in the afterglow that requires 

careful deduction. 

Even though evaluating the quenching effect of H2O kinetics on dc discharge in air 

at moderately low pressures remained outside the bounds of this dissertation, a fluid model 

with detailed electronic, vibrational, and heavy particle interactions are created to model 

striations in a dc glow discharge in N2 gas. There has been no known literature in which, 

striations have been modeled for a purely diatomic gas. The role of the vibrational 

excitation kinetics in the forming of these striations is found to be very crucial both in terms 
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of vibrational energy as well as in terms of wave-perturbation analysis. It is also noticed 

that electron energy transfer due to mass density gradient also satisfies the instability 

criterion in the discharge regime studied. 

7.3 FUTURE DIRECTIONS FOR PROGRESS 

Even though this dissertation attempted to answer most of the challenges that it 

addressed, there are significant data validation and reasoning that could be further explored 

as independent research topics. 

The dc characterization of plasma in pure H2O could be further extended to 

incorporate electron number density measurement from the profile of Hα. Even though the 

profile of Hβ is commonly used by researchers since it does not require corrections due to 

molecular interactions, the Hα profile is also used in cases when the emission intensity of 

Hβ is very low. 

For DBD discharge in the He-H2O mixture, the characterization of the active 

species was accomplished for the maximum attainable humidity in He at operating 

temperature. Several research attempts in the past had performed parametric studies for 

varying concentrations of humidity in noble gas mixtures and in some cases, it was reported 

that OH production was more affected by the humidity content than by power density. But 

such cases for H2O2 parametric evaluation are very scarce in the case of nonthermal plasma 

discharge. With the PFLIF technique that has been developed for measurements in plasma 

in this dissertation, these parametric studies can be accomplished. The photofragmentation 

laser used in the experiment is 213 nm. It had been reported in the literature that a 248 nm 

laser can accomplish the same photofragmentation as well as induce a broadband 
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fluorescence from H2O, which can be calibrated to attain a concentration of H2O in the 

discharge after plasma dissociation. 

The OES device for evaluating dryness can be recalibrated to measure dryness in 

air-H2O mixtures as well. Its potential to be used as a flowmeter for H2O is an exciting 

topic to be addressed. For the DBD application that used air-H2O as a discharge medium, 

the areas of application could be extended to evaluate treatment effectiveness on bio-

organisms on different surfaces. For the current application, only two strains of bacteria 

were studied. The study could be further extended to treat more resilient bacterial and viral 

strains, notably, the strains of coronavirus that could extend the application of this 

instrument to medical facilities. 
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Table A.11Prominent spectral lines in the optical emission spectrum of humid 

helium 

Species Wavelength(nm) Transition 

From H2O   

OH 282.8 0.06 

OH 309.0 1.13 

O 777.4 37.50 

O 844.6 9.27 

O 926.3 3.60 

H 486.1 0.13 

H 656.3 4.62 

 From He      

He 388.9 0.87 

He 447.1 0.14 

He 501.6 1.78 

He 587.6 11.45 

He 667.8 18.80 

He 706.5 100.00 

He 728.1 16.46 

He 1083.0 28.10 
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Table B.12Catalogue of Instruments used 

Instrument Make Accuracy 

Mass flow 

controller(s)  

MKS ± 1% of F.S. 

   

Vacuum 

pump  

Agilent IDP-15 dry 

scroll pump 

N/A 

   

Pressure 

gauge  

Teledyne Hastings 

760s 

+/-(0.3% of Reading + 1 Torr) for P</= 760 

Torr 

   

Cathode ray 

oscilloscope 

Agilent Technologies 

InfiniiVision 

MSO7054B 

DC vertical gain accuracy: ± 2.0% full scale  
DC vertical offset accuracy:  

≤ 200 mV/div: ± 0.1 div ± 2.0 mV ± 0.5% 

offset value 

> 200 mV/div: ± 0.1 div ± 2.0 mV ± 1.5% 

offset value  

Resolution: 2.5 ps 

 

   

High voltage 

probe 

 

  

North Star PVM-4 DC - 2 Hz: < 0.1% 

2 Hz. - 200 Hz.: < 1.5 % 

200 Hz. - 5 Mhz.: < 2% 

> 5 Mhz.: < 5% 

   

Optical 

emission 

spectrometer  

Ocean Optics 

HR4000CG-UV-NIR 

Signal-to-noise ratio: 300:1 (at full signal)  

Optical resolution: <1.0 nm FWHM 

   

Optical fiber  QP450-2-XSR N/A 

   

Syringe  Hamilton 10 ml N/A 

   

Syringe pump KD Scientific KDS 200 Accuracy: ± < 1% 
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Table C.13List of N2 reactions considered in the EEDF calculation. Cross-section data 

are from [95, 105] 

# Reaction  

01 e + N2 → e + N2 

02 e + N2 → e + N2,v=1 

03 e + N2 → e + N2,v=2 

04 e + N2 → e + N2,v=3 

05 e + N2 → e + N2,v=4 

06 e + N2 → e + N2,v=5 

07 e + N2 → e + N2,v=6 

08 e + N2 → e + N2,v=7 

09 e + N2 → e + N2,v=8 

10 e + N2 → e + N2,v=9 

11 e + N2 → e + N2,v=10 

12 e + N2 → e + N2,v=11 

13 e + N2 → e + N2,v=12 

14 e + N2 → e + N2,v=13 

15 e + N2 → e + N2,v=14 

16 e + N2 → e + N2,v=15 

17 e + N2 → e + N2(A
3,v = 0 – 4) 

18 e + N2 → e + N2(A
3,v = 5 – 9) 

19 e + N2 → e + N2(B
3,v = 0 – 3) 

20 e + N2 → e + N2(W
3,v = 0 – 5) 

21 e + N2 → e + N2(A
3,v = 10 – 21) 

22 e + N2 → e + N2(B
3,v = 4 – 16) 

23 e + N2 → e + N2(W
3,v = 6 – 10) 

24 e + N2 → e + N2(A
1,v = 0 – 3) 

25 e + N2 → e + N2(B!3,v = 0 – 6) 

26 e + N2 → e + N2(A!1,v = 0 – 6) 

27 e + N2 → e + N2(W
3,v = 11 – 19) 

28 e + N2 → e + N2(W
1,v = 0 – 5) 

29 e + N2 → e + N2(A
1,v = 4 – 15) 

30 e + N2 → e + N2(B!3,v = 7 – 18) 

31 e + N2 → e + N2(A!1,v = 7 – 19) 

32 e + N2 → e + N2(W
1,v = 6 – 18) 

33 e + N2 → e + N2(C
3,v = 0 – 4) 

34 e + N2 → e + N2(E
3) 

35 e + N2 → e + N2(A!!1,v = 0 – 1) 

36 e + N2 → e + N2(B
1,v = 0 – 6) 

37 e + N2 → e + N2(C!1,v = 0 – 3) 

38 e + N2 → e + N2(G
3,v = 0 – 3) 

39 e + N2 → e + N2(C
3 1,v = 0 – 3) 

40 e + N2 → e + N2(F
3,v = 0 – 3) 

41 e + N2 → e + N2(B!1,v = 0 – 10) 
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42 e + N2 → e + N2(B
1,v = 7 – 14) 

43 e + N2 → e + N2(O
3 1,v = 0 – 3) 

44 e + N2 → e + N2(B!3 1,v = 10 – H) 

45 e + N2 → e + N2(sum singlets) 

46 e + N2 → 2e + N2
+ 

 

Table C.24List of N reactions considered in the EEDF calculation. Cross-section data 

are from [96, 106] 

Process Reaction  

01 e + N → e + N 

02 e + N → e + N(2D) 

03 e + N → e + N(2P) 

04 e + N → 2e + N+ 
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