




• Bubble(BB)flow: The bubble flow regime observed in this study is like the

dispersed bubble flow regime described variously in literature. It consists of

mostly small, identical, spherical bubbles that are randomly distributed in

the continuous phase. Bubble flow was observed at seven of the data points

investigated.

Figure 6.6: Bubble (BB) flow regime step-wise transformation.

Bubble flow was observed when superficial liquid velocity JL=2.801(m/s) was

kept constant and gas was varied between JG=(0.311 and 0.623). Beyond this

point a transition to Stratified wavy (SS) flow occurred. The flow transition

back to bubble flow at JL=2.801(m/s) and JG= (2.178 to 2.490)m/s. The next

sighting of bubble flow occurred at JL=2.490(m/s) and JG= (0.311(m/s) and

0.623 (m/s). The final occurrence was at a combination of JL=2.179 (m/s) and

JG=0.311(m/s). Refer to the flow transition map in Figure 6.8 for more context.

These observations show that Bubble flow occurred for this pipe diameter at a

combination of high superficial liquid velocities and high superficial gas velocities

or a combination of high superficial liquid velocities and low superficial gas
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velocities. It was observed that at lower gas flow velocities, the bubbles seemed

to converge at the upper half of the horizontally oriented pipe. The packing

density of the bubbles increased with increasing gas flow velocities. At a flow

conditions involving a combination of high superficial liquid velocities and high

superficial gas velocities, it was observed that not only did the packing density

proportionally increase, the bubbles became indistinguishable and more dispersed

within the flow. Refer to Figure 6.6.

6.5 Flow regimes by orientation angles & flow velocity

An analysis of all the flow regimes observed was performed. Slug (SL) and Bubble

(BB) flows were found to be the most dominant flow regimes. The analysis shows

a snap-shot of the flow regimes and at what orientations and superficial gas/liquid

velocities (JL & JG) at which they occurred.

Table 6.1: Break-down of flow regimes at all orientations (0° to 75°)

Typical vel.(m/s)

Regime No.1 Angle2 Air Water

Stratified smooth (SS) 3 0° 0.93-1.56 0.62
Stratified wavy (SW) 53 0° to 15° 0.31-2.49 0.62-2.80
Elongated Bubble (EB) 20 0° to 15° 0.31-1.245 0.62-1.56
Slug (SL) 121 15° to 60° 0.31-2.49 0.62-2.80
Churn (CH) 17 15° to 30° 0.31-2.49 0.62-2.49
Bubble (BB) 170 0° to 75° 0.31-2.49 0.62-2.80

1 Number of observations
2 Angle of orientation (from horizontal)

6.6 Flow regime mapping

The flow regime map is a simple yet very powerful tool for predicting expected

flow regimes for different flow conditions. It has important implications for both the
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design and operation of multiphase flow systems. The flow regime maps discussed in

this section are based on the experimental visual data (videos & pictures) collected

for the two-phase (air/water) flow through a 101.6mm pipe at different orientations.

This is important to reiterate because flow regimes maps are generally not applied

across a wide range of flow conditions because they are usually developed under

specific experimental conditions. Hence they are most useful for flow conditions that

mirror those of conditions under which they were developed. They are generally not

all-encompassing or generic. The flow regime maps discussed in this section provide

insight into the effect of pipe orientation on the emergence of flow regimes and the

transitions that occurs between different them. It also demonstrates under what

conditions these transitions occur. The flow regimes that appear at the various flow

conditions are a function of the superficial gas/liquid velocities (or flow rate, as the

case may be), their direction (upward flow in this case), the pipe size and finally, the

pipe orientation.

6.6.1 Flow regime maps for horizontal & inclined pipes

For completeness, flow regime maps for all the inclined orientations were developed

using Superficial gas & liquid velocities (JG & JL) as mapping parameters. The

morphology of each flow regime is dependent on the interaction between some of the

forces that have been discussed earlier: gravity, buoyancy and inertia. These forces

re-align with increase in orientation angle. A case in point is that gravitational forces

increases with increasing orientation angle, eventually attaining its highest magnitude

at the vertical orientation. These changes lead to flow regime transitions and the

result is the flow regime map depicted in figure (6.8).

Horizontal Flow: It was found that Stratified Smooth (SS) flow regime existed at

very low superficial liquid velocity (JL). A transition to Stratified Wavy (SW)flow

occurred with increasing gas and liquid velocities. Though slug (SL) flow was not

observed at for horizontal flow, the stratified wavy (SW) flow dominated for most flow
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conditions tested as shown in Figure (6.7).

Figure 6.7: Flow regime map for the 0° (horizontal) orientation

Inclined Flow: A shift in the observed flow regimes was observed with increasing

inclination angle. At 15° much of the Stratified flow regimes had shifted to Slug (SL)

flow. This shift was sustained up to 30° inclination at which point all of the elongated

bubble (EB) and Stratified wavy (SW) had completely disappeared and ceded ground

to Slug (SL) flow. Intermittent (Elongated bubble, stratified wavy and Slug) flow

regimes were found to be dominant in all pipe orientations between 0° and 45° (from

horizontal). This finding agrees with the conclusions of Kokal, S.L and Stanislave

(1989) [13]. However at higher inclination angles (60° & 75°), dispersed (Bubble) flow

was found to be dominant. Transition from elongated bubble (EB) to slug (SL) flow

regime was observed almost exclusively at low superficial gas and liquid flow velocities

and only at pipe orientations (0° to 15° from horizontal). For practical application,

these results suggests that a pipe of this size carrying a two-phase (water/gas) mixture

is best operated outside the (15° to 45°) window. This is because of the expected

pressure loss due to the dominance of slug (SL) flow at almost all flow conditions
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within that inclination range. Slug (SL) flow is reputed for generating relatively high

pressure losses and potential damage to equipment [14–16]. If a consideration is to

be given to the pipe at the 45° orientation, then the two-phase fluid needs to be

transported at a combination of high superficial liquid velocities (JL) and at any

superficial gas velocity (JG).

Figure 6.8: Flow regimes observed at different pipe orientations

6.7 Comparisons with published flow regime maps

To highlight the effect of pipe size on flow regime, the flow regime maps of a 101.6mm

ID (developed from this study) and that of a 150mm ID pipe study by Oddie et al [10]

were compared. In the first case a water-air mixture was used as working fluid. In

the second case, a water-nitrogen mixture was used. Give that nitrogen gas (density
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1.251 g/L at STP) is approximately 3% lighter than air, the expected variation in the

(water-nitrogen) mixture characteristics would ideally be negligible compared to that

of a (water-air) mixture.

Figure 6.9: Horizontal gas-liquid
flow regime map, 101.6mm ID pipe

Figure 6.10: Horizontal gas-liquid
flow regime map,150mm ID pipe

Figure (6.7 & (6.102003) illustrate the how a step change in pipe size can result in

completely different flow regimes in a pipe. With these changes in flow regime come

changes in void fraction, pressure drop and several other parameters linked to the

hydrodynamic and thermal characteristics of a flow system.

6.8 Conclusions

The distribution of the different phases in a fluid mixture within a pipe, channel

or conduit is one of the most important defining characteristics of the flow. In this

chapter, flow regimes for different flow conditions and were determined based on

experimental data. Six (6) main flow regimes were identified: Stratified Smooth (SS),

Stratified Wavy (SW), Elongated Bubble(EB), Slug(SL), Churn(CH)and Bubble(BB)

flows. The specific flow regimes present in at different pipe orientation were also

determined and a flow regime map was developed to graphically present them.
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Chapter 7

Presure Drop Analysis

7.1 Introduction

Pressure drop is simply the difference in fluid pressure between any two points along

a pipe. It is one of the most consequential two-phase flow parameters. An in-depth

knowledge of two-phase pressure drop is helpful for the analysis, design and operation

of many industrial flow systems. Experiments are necessary for the characterization of

two-phase flow. They are also helpful for the development, improvement and parameter

tuning of predictive tools like models and correlations. A large number of these have

been developed over the years. Experimental study of two-phase pressure drop can

be complicated by the transient nature and sometimes, insidious characteristics of

the flow. The modeling of two-phase flow is not any easier either since it requires

the introduction and tracking of twice as many fluid properties and flow variables as

compared to those required in the modeling of an equivalent single phase flow. In

this chapter, the experimental two-phase (gas-liquid) pressure data collected for flow

through the 101.6mm ID pipe at horizontal and inclined orientations are analyzed

beginning with an inventory of some of the forces acting on the flow elements at

different orientations. The three (3) main components of the total pressure drop

(frictional, gravitational and accelerational) are also evaluated. And finally the effect

of inclination on two-phase pressure gradient is appraised including some discussion

on some of the observed phenomenon in the flow that had noticeable impact on the

magnitude of pressure drop.
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7.2 Forces acting on an inclined gas-liquid flow:

The observed variation in two-phase pressure drop in pies with different orientations

can best be described by first analyzing the flow dynamics of two-phase mixtures. For

this experiment, compressed air and water were introduced into the pipe inlet through

different ports in a fluid mixer. The air stream was broken up while flowing through a

sintered porous sparger before being released into the moving water as a stream of

identical, small spherical bubbles.

Figure 7.1: Forces acting on an air bub-
ble in upward, inclined flow

Figure 7.2: Free body diagram of an air
bubble in an inclined two-phase flow

The future predicted behavior (formation, coalescence, breakup or dissolution) of

these bubbles would depend of the balance between several forces. Of the several

forces involved, three (3) are of utmost importance: gravity (Fg), buoyancy (Fb) and

inertia (Fi).

• Gravity: For upward flow, gravity is the downward directed force that constantly

attempts to counter the rise of both the bubbles and the continuous phase.

• Buoyancy: Buoyancy is the upward directed (upthrust) force exerted by the fluid

on the bubble.

• Inertia Inertia is the force that resists a change in the current velocity of the

bubbles. Its overall intent is to maintain the speed and direction of the bubbles and
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if at rest to resist any motion and maintain the state of rest. It affects the fluid’s

momentum and is generally oriented in the mean direction of the flow. Inertia exerts

a lot of influence in larger pipes because the Reynolds number for equivalent flow is

relatively smaller in smaller pipes.

As the pipe inclination (θ) varies, the balance of these forces change. The degree of

these changes depend on several factors including fluid density, viscosity, geometric

factors (like pipe size, orientation and roughness) etc. The difference between the

density of the two phases can also have a significant impact for example in this study,

it is apparent that the density of water (ρw=998 kg/m3) is about seven hundred

and seventy-four (≈ 800) times bigger than the density of air (ρa=1.29 kg/m3) at

approximately 25° C. Drag force (Fd) is another force worth mentioning. Its effect

on a moving bubble are two-fold. The first is an opposition to or restraint to bubble

motion due to frictional drag.It represents the resistance to the rise of the bubble due

to interfacial contact between the bubble and the surrounding fluid (i.e the continuous

phase & other bubbles in close proximity) and contact between the bubble and the

pipe wall. The second is the pressure increase that is generated in front of the bubble.

The magnitude of which is dependent on the bubble size, shape and velocity. For

example a fast-moving small spherical bubble of the sort found in bubble flow would

be affected differently than say the much slower moving elongated bubble with a front

(nose) that is less roundly shaped.

7.3 Components of the two-phase pressure drop:

The measured two-phase pressure drop is considered equivalent to the total pressure

drop. A component based analysis around precipitating factors driving the pressure

losses is a more perceptible approach to understanding the dynamics of two-phase

pressure drop. Based on insight from literature [1–3], total pressure drop is a sum
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of three main components: frictional (∆PF ), gravitational (∆PP ) and accelerational

(∆PA) pressure drop.

The components have been mathematically represented below in equation (7.1):

in terms of pressure gradient, which provides perspective about the rate of pressure

drop. Mathematically, the total pressure gradient
{
dp
dL

}
(TP )

, obtained by applying

the del ∇(φ) operator to the pressure function of position, can then be expressed in

terms of the three components as below in equation (7.1). Pressure gradient provides

perspective in terms of the direction and rate of pressure drop.

−
{
dp

dL

}
TP

= −
{
dp

dL

}
F

−
{
dp

dL

}
G

−
{
dp

dL

}
A

(7.1)

The three (3) components of the total pressure drop are further analyzed below:

• Frictional pressure drop accounts for irreversible pressure losses due to fluid

friction. It is primarily the result of interfacial contact between the two phases (liquid

& gas) and the interaction between each phase with the surrounding wall (wall-gas &

wall-liquid contact). Frictional pressure loss occurs at every pipe inclination since the

referenced interaction occur at all pipe orientations. Because of these interactions,

two-phase flow tends experience considerably higher frictional pressure drop than

single phase flows operated at equivalent flow conditions using the same working

fluids. The losses occur due to the energy expended or dissipated in a bid to overcome

shear stress arising from the contacts. Many correlations have been developed for the

prediction of frictional pressure drop. Some of the factors that affect frictional drop

include geometric factors or pipe characteristics (including shape, size, roughness),

relative motion between phases and the fluid properties (viscosity, density, specific

gravity etc.). Frictional pressure drop is perhaps the most important of the three (3).

pressure drop components.
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{
dp

dL

}
F

=
2

d
(fFρNSv

2
M) =

2

d

{
G2

ρNS

}
fF (7.2)

Where, the mixture Reynolds number (ReM) and mixture density (ρM) are used to

calculate the friction factor fF and G, respectively. Note that: (ReM ≡ ReNS and

ρM ≡ ρNS)

ReM =

{
ρNSvMd

µNS

}
and ρM = {αρG + (1− α)ρL} (7.3)

• Gravitational(hydrostatic) pressure gradient is a result of elevation. It is at

it′s minimum or zero (usually ignored) in horizontal flow. It becomes proportionally

larger as the inclination angle is increased.

(
dp

dL

)
g

= ρMgsinθ (7.4)

• Accelerational pressure gradient is a result of change in the momentum or

kinetic energy of the flow which is proportional to the change in the fluid veloc-

ity. It applies in all transient flow directions and can be significant in some flow

regimes. Some researchers consider the accelerational component negligible in certain

circumstances including flow through short pipe lengths and adiabatic or non-boiling

two-phase flow situations [4]. Decisions about the magnitude of accelerational pres-

sure gradient must be carefully matched to the characteristics of the flow and the

prevailing system dynamics because researchers like Hoogendorn, C.J [?] and Ma-

giros & Dukler (1961) [5]d accelerational pressure drops as high as 14% and 50%

respectively.

−
(
dp

dL

)
a

= G2

(
νLG

dx

dL
+ x

dνG
dp

dp

dL

)
(7.5)
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Note: The pressure gradient equations listed in Eqns. (7.2), (7.4) and (7.5) are specific

to the special case of a steady state, homogeneous flow in a constant cross-sectional

area tube. This would equate to an idealized, well-mixed flow with no slippage at the

gas/liquid interface.

7.4 Pressure drop at inclined orientations

Since pressure in a pipe depends on the weight of the overlying fluid and is affected

by the changes in the elevation of the fluid, it is to be expected that any change in the

inclination angle would result in a proportional change in pressure at various points

within the pipe. While these changes might be predictably linear in a single-phase

flow (like water), the situation is a little more complicated in two-phase (gas-liquid)

flow where the pressure changes might sometimes be incongruous with change in

inclination angle. This incongruity is can be linked to the change in flow regime that

occurs in gas-liquid flows. These changes in flow regime with changing pipe inclination

angle is discussed in Chapter (6). Figure (6.8) also provides a graphical summary.

Furthermore, void fraction is a function of flow regime. Thus, the fact that void

fraction is required for the estimation of pressure drop in most pressure drop models

emphasizes the point that flow regime and void fraction have an impact on pressure

drop as pipe inclination varies. This section focuses on factors that affect pressure

drop in inclined flow and discusses the mechanisms that drive the chances in pressure

drop.

7.4.1 Factors that affect pressure drop in inclined flow:

There are several factors that affect pressure drop in the inclined orientation. Some

of these include the prevailing flow regime, void fraction, the flow rates of the phases,

the gas-liquid ratio, and the density difference between the two phases. As earlier

discussed flow regime affects void fraction. Very high void fraction would mean less
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liquid. And since pressure depends on the weight of the underlying fluid, the total

pressure in the system undergoes changes in magnitude as the void fraction changes.

Furthermore, some flow regimes types (e.g. slug flow), generate high acceleration

and deceleration of the liquid slugs leading up to steep pressure fluctuations which

sometimes results in abrupt pressure changes and instability. Changes in the flow

dynamics, driven mainly by changes in flow regime configuration also contributes to

pressure drop variations. For example, in bubble flow, bubbles tend to accumulate at

the upper part of the wall, sometimes increasing their packing density with increasing

inclination angle. The gas slugs in slug flow also become more asymmetrical and

migrate almost fully to the upper part of the pipe wall. At the same time the residence

time of the liquid becomes higher as there is more pressure on the flow to reverse its

upward direction. In concert, these factors affect void fraction and slip velocity and

have a effect on the pressure in the pipe.

7.4.2 Processes drivers & flow mechanisms

Based on the analysis of the pressure drop data, observation of the flow at various

inclination angles and information in the open literature, a number of process drivers

and flow mechanisms influencing two-phase pressure drop in inclined pipes were

identified. Some of these are discussed below:

• Frictional pressure losses: Generally, increase in gas flow rate results in friction

at the gas-liquid, gas-wall and liquid-wall interfaces, which drives up shear stress and

results in an increase in frictional pressure drop. On the other hand, gravitational

pressure drop, otherwise referred to as elevation pressure drop is a result of change in

pipe orientation angle. In theory, gravity helps downhill flow but opposes uphill flow.

These dynamics result in gravitational pressure drop decreasing in downward flow but

increasing in upward flow. It is negligible (or zero) for horizontal flow but changes

steadily with increasing pipe inclination angle. Thus at low superficial velocities in an

inclined orientation, the common net effect is the dominance of gravitational pressure
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gradient. As the flow rate increases, the net effect of the increase in frictional losses

arising from interfacial shear stress is the dominance of frictional pressure gradient.

• Flow reversal: When gas flow rate is increased steadily (at a given fixed liquid

flow rate) in a co-current flow, net upward gas & liquid flow is observed. However, as

the gas flow rate is further increased, a point (generally referred to as the flow reversal

point) is approached where the gas phase looses its ability to continue to support or

carry the liquid along with it in the upward direction. At this point, the gas sustains

its upward flow but the liquid, under the influence of the now dominant gravity force

begins to oscillate and partially fall as films around the pipe wall, creating a pseudo

counter-current flow. This momentary aberration or counter-current phenomenon

within the co-current flow is referred as as flow reversal. The penalty for flow reversal

is an observed decrease in pressure gradient (-dp/dz). Sustained increase in gas flow

rate beyond the flow reversal point can lead to a restoration of the up-flow support of

the liquid. This point of restoration is referred to as the pressure gradient minimum

point. Refer to section (7.5.2 for further emphasis and graphical illustration.

• Residence time:Depending on the prevailing flow regime at any one time, the

velocity of the liquid and gas phases can be significantly different. This difference

usually leads to slippage between the two phases. Slip ratio (or velocity ratio) is a

means of expressing the ratio of these velocities, i.e. ratio of the velocity of the gas

phase to that of the liquid phase. The slippage of one phase relative to the other can

lead to differences in the residence time of either phases in the pipe. Usually, the

velocity of the gas is nigher, consequently when in motion the gas phase tends to

lead while the liquid lags behind. In the study, it was observed that the residence

time of the liquid phase was comparatively longer than that of the gas phase at low

liquid flow rates. At high gas flow rates, the residence time of the liquid was reduced,

effectively reducing the liquid volume, hence increasing the void fraction.
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7.5 The effect of Inclination on pressure drop

This section highlights the effect of inclination angle on pressure gradient. It also

evaluates the influence of related flow factors like superficial velocity and Reynolds

number in the analysis of these effects. The analysis relies on pressure drop data

acquired at six different inclination angles between 0° and 75° and over a wide range

of flow conditions. Some of these data have been used to plot several graphs and the

results of these plots are discussed below.

7.5.1 Impact of changing superficial gas velocity (JG):

It was determined that pressure gradient at various pipe orientations has a superfi-

cial gas velocity (JG) dependency. To explore the effect of this dependency, several

sub-plots (each showing different fixed superficial gas velocities, JG) were embedded

in a plot of Pressure gradient versus Inclination angle shown in Figure (7.3). Each

point on the sub-plots represents a data point acquired at a combination of the given

fixed superficial gas velocity (JG) on that subplot and any one of the superficial liquid

velocities (JG) on the legend, by the right hand side of the plot.

The sub-plots each show the fixed superficial gas velocity (JG) at which readings

were taken for that plot. The superficial gas velocity (JG) values increased step-wise

from (JG=0.00 m/s or no gas present) to (JG=2.490 m/s). The first plot (JG=0.00 m/s)

represents a single-phase flow condition where the pipe contained liquid (water) only.

The second plot shows when gas is introduced and supplied at a superficial gas flow

rate of JG=(0.311 m/s). By the third subplot, the superficial gas flow rate had been

increased. This step-wise increase continued till the last subplot with fixed superficial

gas flow rate (JG=2.490 m/s). All pressure drop readings were taken at six different

inclinations between 0° and 75°. The orientation angles were plotted on the x-axis

while the pressure gradient was plotted on the y-axis. Refer to Figure (7.3).
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Figure 7.3: Pressure gradient dependency on Superficial vel. (JG)

• Pressure gradient at inclined single-phase flow: The first subplot in Figure

(7.3)where (JG=0.00 m/s) involves a single phase (water-only) flow. In this plot, the

total pressure gradient for all combinations of superficial velocities over the entire

pipe orientations experienced a steady but continuous decline.

The likely explanation for this is that the in situ frictional pressure drop which

was initially present at the horizontal orientation would have begun to reduce with

increasing inclination angle. This kind of decrease in frictional pressure drop is

typically driven by a tendency for liquid back-flow due to gravitational effects

resulting from pipe tilt. This damping of the fluid motion results in longer liquid

residence times and a net gain in frictional pressure drop. This net gain then

gradually counteracts gravitational pressure losses as the pipe inclination angle
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Figure 7.4: Single phase (water-
only) flow at various inclinations

Figure 7.5: Plot at minimum
(JG=0.31m/s) and various JL

increases, resulting in a pressure gradient decline with increasing inclination. (Note:

The first subplot is expanded in Figure (7.4).

• Low superficial gas velocity (JG):

A similar trend is observed in the second subplot (JG=0.311 m/s)following the intro-

duction of compressed gas into the liquid at a superficial gas velocity of JG=0.311 m/s.

But a slight variation (bumps in the otherwise smooth curve) is seem in the pressure

drop profile. This signals the presence of bubbles. However, it is clear that that

the buoyancy forces that are present with the introduction of the bubbles are not

sufficient to counteract the gravitational forces. Therefore gravitational pressure

gradient continues to dominate.

• Medium and high superficial gas velocity (JG): As the superficial gas velocity

(JG) is further increased, the dominance of gravitational pressure gradient begins to

wane due to increasing frictional pressure losses. These losses as indicated earlier

arise from growth in shear stress at the interface between the (gas-liquid) fluids

and at between the fluids (gas-wall & liquid-wall) and the pipe walls. The rise in

the dominance of the frictional pressure gradient can be seen in remaining subplots

showing (JG=0.623 m/s to 2.490 m/s ) in Figure (7.3). The full dominance of
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frictional pressure gradient can be observed at JG=2.179 m/s & 2.490 m/s. At these

subplots, pressure gradients for almost all points are trending upward.

7.5.2 Impact of changing superficial liquid velocity (JL):

When the superficial gas velocity (JG) was held constant and the superficial liquid

velocity (JL) was varied at different inclination angles, the dependence of pressure

gradient on liquid flow rate was observed.

Figure 7.6: Shows pressure gradient dependency on superficial liq. vel. (JL)

Figure (7.6) provides a graphical illustration of the observed trends. The observed

trends are further discussed in below.
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• Low-to-medium superficial liquid velocities (JL & JG): At a combination

of low-to-medium superficial liquid velocities (JL) and high superficial gas velocities

(JG), it was observed that pressure gradient increased with increasing pipe inclination

angle in the first six (6th) subplots. This increase in pressure gradient is a result

of increase in shear stress at interfacial boundaries, leading to the dominance of

frictional pressure gradient. In all of these cases, it can be implied that the dispersed

phase (bubbles) in the mixture, flowing at high superficial gas velocities (JG) provided

the necessary support to maintain the upward flow of the continuous phase through

transfer of kinetic energy.

• Flow reversal at high superficial liquid velocities: It has been suggested that

the phenomenon at play in the seventh (7th) sub-plot (JL=2.490 m/s) is most likely

flow reversal. To understand this phenomenon it would be important to note that

for each gas flow rate, there is a maximum liquid flow required to maintain the

upward co-current flow of the liquid. Beyond this equilibrium, there is a partial

fall of the liquid as films around the pipe walls. In the said seventh (7th) sub-plot

(JL=2.490 m/s) it was observed that the pressure gradient was decreasing instead of

increasing as can be seen in subplots 1 to 6. The decrease in the seventh (7th) plot

occurs because the superficial liquid velocity (JL) has risen beyond the equilibrium

point where the dispersed phase (bubbles) is unable to provide enough support to

sustain its sustained upward flow. The result (as described earlier) is that the liquid

begins to experience a partial fall in the form of films around the fluid/wall interface,

leading to a drop in pressure gradient. This is a form of pseudo-counter-current flow

that momentarily occurs in a co-current system. As the superficial liquid velocity

increases a little higher to (JL=2.801 m/s) it can be seen that the pressure gradient

begins to trend up again due to a restoration of the equilibrium due to a combined

rise in kinetic energy resulting from a higher superficial liquid velocity and support

from the dispersed phase.
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• Low superficial gas velocities (JG): It can be also be observed in all the subplots

that at low superficial gas velocities (JG), that the pressure gradients were decreasing.

These instances represent situations where the velocities of the mixtures were not

high enough to scale the frictional pressure gradient due to low shear stress at phase

interfaces leading to the dominance of gravitational pressure gradient. In each of

these cases, it is apparent that the gas velocity was insufficient to overcome the

influence of gravitational forces.

7.6 The effect of dimensionless flow rate

The total pressure gradient was plotted against the dimensionless flow rate (QL/QG)

to explore the effect of flow rate on the pressure gradient in Figure (7.7) below. The

plot highlights the pressure fluctuation experienced in a two-phase flow through a

pipe oriented at 15°. The mixture flows at a fixed liquid flow rate QL of 5.047 ×

10−3 (m/s) and variable gas flow rate in seven (7) different increments between 2.524

× 10−3(m3/s) and 2.019 × 10−2(m3). Based on experimental observation and flow

regime data collected during the experiment, two flow regime zones were demarcated

on the plot using a vertical dotted line viz. slug zone and elongated bubble zone. An

evaluation of the plot shows that at the lowest gas flow late i.e. 2.524 × 10−3(m3/s)

and four (4) subsequent data points, the elongated bubble flow regime was observed.

From the plot it can be observed that the slope is gradual. With further increase in

gas flow rate, a spike in pressure gradient characterized by a sharp slope indicative of

a steep pressure drop is observed. This characteristic is synonymous with slug flow

regime.

7.7 Pressure drop distribution across all inclination angles:

This section takes a global view of the pressure drop distribution for all flow
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Figure 7.7: Plot shows pressure variation during flow regime transition

conditions across the various inclination angles (θ=0°, 15°, 30°, 45°, and 60° and

75°). Details of this distribution are provided in Table (7.1). Two of the relevant

distributions (maximum & minimum pressure drops are addressed).

7.7.1 Maximum pressure drop:

The maximum pressure drop occurred at a combination of the highest superficial

gas velocity (JG=2.490 m/s) and the lowest superficial liquid velocity (JL=0.623 m/s):

a point with a bubble (BB) flow regime. Generally in co-current flow, the gas normally

flows much faster than the liquid. Typically air bubbles traveling in a two-phase

(gas-liquid) mixture possesses total kinetic energy (E). As this energy is injected into

the continuous phase (liquid), it is converted and transferred into the potential energy

of the fluid and quickly transformed into kinetic energy. During its passage through

the liquid, the work done by the bubble is given as:

E = ρLVLgh

{
α

1− α

}
(7.6)
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Where, ρL, VL, g, α and h are the density of the liquid, volume of the liquid, acceleration

due to gravity, void fraction and height of the pipe, respectively

Table 7.1: Pressure drop distribution across all pipe inclination angles

Pipe orientation angle

0° 15° 30° 45° 60° 75°

D
is

tr
ib

u
ti

on
∆
P

(k
P

a)

Maximum 0.755 0.989 1.640 2.047 2.415 2.317
Minimum 0.066 0.025 0.002 0.000 0.000 0.000
Mean 0.347 0.371 0.406 0.478 0.513 0.551
Median 0.319 0.301 0.229 0.254 0.192 0.184
STD 0.177 0.279 0.444 0.565 0.658 0.677

With even higher velocity at source, the gas expands faster, transfers energy and

helps further accelerate the liquid. One of the consequence of the high gas and low

liquid flow rates, respectively is that the interfacial (gas-liquid) stress and fluid-wall

(gas-wall & liquid-wall) stress rises exponentially. The result is a very high frictional

pressure loss. Similarly, a high gravitational (hydrostatic) pressure drop is attained

because of the rather high inclination angle (75°). The combined effect of these two

pressure drop accounts for the high total pressure drop observed at the referenced

data point.

7.7.2 Minimum pressure drop:

Minimum pressure drop is observed at low superficial liquid flow rates: JL=0.623

(m/s) and 0.934 (m/s) single phase (water-only flow). It was observed that pressure

drop decreased with increasing inclination, until the minimum pressure drop (No

pressure) drop was attained at 45°, 60° and 75°. Because of the low flow rate, the

frictional pressure drop is expected to be low. Though the gravitation pressure drop is

expected to increase with increasing inclination, it seems obvious that the static head

of the liquid, would lead to some falling liquid films on the pipe walls and a damping

of the frictional pressure drop given that the the kinetic energy typically available for
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transport support of the liquid in a two-phase (gas-liquid) flow is absent in this case

(no bubble: single phase flow). The summation of the interaction of all these forces is

what would have led to a net pressure drop of zero at the data points.

7.8 Conclusion

Pressure drop, like flow regime and void fraction is a very important parameter that

shapes two-phase flow behavior. All three factors affect one another and jointly

determine the characteristics, performance and attributes of two-phase flow systems.

Frictional, gravitational & accelerational pressure drops were identified as three distinct

components of total two-phase pressure drop. Gravity, buoyancy, and inertia were

also identified as the three main forces that influence flow behavior in an inclined pipe.

The effects of velocity, flow rate and inclination on pressure drop were explored. It was

determined that the effects of these factors are not always linear. Several mechanisms

that drive pressure drop changes were discussed. Frictional pressure losses result from

shear stresses at the interfacial boundaries between the phases (gas-liquid) and the

phases and the pipe wall (gas-wall & liquid-wall). Increase in these stresses leads to the

dominance of frictional pressure drop. On the other hand, gravitational pressure drop

dominates with increasing inclination angle at low gas & liquid velocities. A sudden

reversal in the direction of the liquid phase (flow reversal) at given flow conditions can

result in a decrease in pressure gradient. Other factors that can play a role in pressure

gradient changes include gas/liquid residence time within the channel as well as the

prevailing flow regime. Flow regimes like slug can trigger sudden pressure fluctuations

that are not common with other flow regimes.
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Chapter 8

Void Fraction Analysis

8.1 Introduction

Aside from flow regime, void fraction is perhaps the next most important factor central

to gaining the most knowledge about two-phase flow behavior. It features prominently

in engineering and industrial decision making around pipe and equipment sizing for

two-phase flow applications. It plays a crucial role in calculations central to the

metering, transportation and storage of multiphase mixtures. Serious loss of revenue

can result from inaccurate product measurements due to incorrect void fraction values.

Because of its relevance for everything “two-phase flow”, the quantification of void

fraction and its overall behavior in different geometric configurations can be of great

significance. The Wire-mesh Sensor (WMS) was used for the measurement of the

cross-sectional void fractions. This was carried out at different pipe inclinations

(horizontal and Inclined) by systematically varying the gas flow rate for different liquid

flow rates.

The rest of this chapter would be dedicated to analyzing the data acquired from the

wire-mesh sensor (WMS) during the experimental campaign. The analysis would focus

on evaluating the effect of variations in phase (air & water) flow rates, flow regime

and pipe inclination on gas void fraction. The nexus between the three parameters

would also be further explored.
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8.2 Void fraction measurement & data analysis:

A (32× 32) electrode, conductivity-type wire-mesh sensor (WMS) was applied for

the measurement of void fraction characteristics of the subject two-phase flow through

horizontal and inclined orientations. Further information on the Wire-mesh technology

including its origins, how it works and the calibration procedure were discussed in

Chapter (5). During the experiments, measurements were carried out at different

gas/liquid (air/water) combinations as listed in Test matrix in Chapter (4). The WMS

signals are acquired using the WMS200 electronics. they are then transferred to a

desktop computer where the data is processed and stored. The output data comes in

the form of a 3D matrix V(i,j,k) of digital signals that is proportional to the local

fluid conductivity at each element. Recall that the indexes i & j refer to the sensor

transmitter and receiver wires, respectively, while k represents the time index. This

data is encoded with a rich cache of information (including void fraction , bubble size

distribution, time history etc.) that can be used to characterize the flow. However, this

information must be extracted with the relevant post-processing application before

the data can be of any relevance. The Wire-Mesh Sensor Framework application was

the post-processing application of choice in this study. As part of the post-processing,

the measurement data and calibration data were used to estimate different elements of

the measured void fraction including the Instantaneous local and cross sectional void

fraction, the time averaged cross-sectional void fraction as well as the void fraction

time series.

The local instantaneous void fraction is calculated from:

α(i, j, k) =
V ∗(i, j, k)− 1

a(i, j)
+ 1 (8.1)

Where a(i,j) represents the geometrical weight factor. The average local void fraction

determined from the time history is given by
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α(i, j, k) =
1

kL

kT∑
k=1

α(i, j, k) (8.2)

While the average cross-sectional void fraction which is given as

α(k) =
1∑32

i=1

∑32
j=1 a(i, j)

·
32∑
i=1

32∑
j=1

α(i, j, k) · a(i, j) (8.3)

(kT) is the total number of measured frames. The data is usually acquired at a given

frequency. All data acquired from the WMS during the experimental campaign were

acquired at an acquisition frequency facq and fixed observation time, TT of 2500(Hz)

and 60sec., respectively. Given that (kT)=facq · TT. It follows that a total of 150,000

measured frames were acquired per data point.

8.3 Void fraction distribution across all pipe inclination an-
gles:

As can be seen in table (8.1) the maximum void fraction was observed at the

horizontal orientation (0°). It begins to decrease steadily until at (60°) when it begins

to increase again. Unlike what occurs in inclined orientation, where the residence

time of liquid increases, it is normal in the horizontal orientation, since there is no

back-flow of the liquid phase due to gravity. Furthermore, due to density difference,

and the effect of gravity, the liquid phase is continually experiencing a downward pull

which promotes the lower residence time for the gas phase. It is for the same reason

that most flow regimes in the horizontal orientation are stratified. For all of these

reasons, it is therefore understandable that the void fraction values are higher at the

horizontal orientation. But at higher inclination angles, i.e. (60° and 75°), the void

fraction begins to increase because the flow regimes are predominantly bubble, the

liquid residence time reduces and and the dominance of the gravitational effect is
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Table 8.1: Void fraction distribution across all pipe inclination angles

Pipe orientation angle

0° 15° 30° 45° 60° 75°

D
is

tr
ib

u
ti

on Maximum 0.580 0.474 0.481 0.474 0.499 0.514
Minimum 0.019 0.028 0.029 0.032 0.050 0.045
Mean 0.219 0.204 0.215 0.212 0.224 0.248
Median 0.172 0.169 0.192 0.193 0.205 0.239
STD 0.154 0.114 0.119 0.118 0.115 0.112

greatly diminished.

8.4 The effect of Inclination on void fraction:

The effect of inclination on void fraction was analyzed under different conditions. It

was determined that inclination has significant effects on void fraction. The difference

in density between the two phases and gravitational effects were key factors. Some of

the conditions evaluated a discussed below.

8.4.1 Variation in phase (gas/liquid) flow velocities:

In upward flow, the liquid at the base of the pipe moves slower than that for a

corresponding flow condition in the horizontal orientation because of density variations

and gravitational effects. This results in a higher residence time for the more dense

liquid phase giving rise to liquid accumulation (high liquid holdup, and therefore lower

void fraction) in the channel.

While the gas phase would attempt to push the liquid forward, the current

operational condition would determine what happens to the liquid. If the gas phase is

not high enough, the liquid is most likely to stagnate. Figure 8.1 shows conditions

where the superficial velocity of the gas phase (JG) was held constant and the superficial

liquid velocity (JL) was increased, step-wise. It can be seen that generally, increase in

the superficial liquid velocity results in even more liquid accumulation and consequently,

lower void fraction at almost all flow conditions and inclinations studied. Higher
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Figure 8.1: Plot of void fraction (α) vs superficial vel.(JL) at fixed (JG) ( 0° to 75°)

superficial liquid velocities (JL) showed even steeper decline in void fraction values

( high liquid accumulation or liquid-hold up values). The penalties for high liquid

accumulation are high slippage energy dissipation and large hydrostatic pressure losses.

Conversely, when superficial liquid velocity (JL) was held constant and superficial

gas velocity (JG) was steadily increased, it was observed that the void fraction (less

liquid accumulation) increased for almost all flow conditions and inclinations observed.

Refer to Figure 8.2 for a graphical illustration of the findings. In this figure it can be

deduced that the inertia of the liquid would be overcome by increasing gas velocity

resulting in lower liquid accumulation and therefore higher void fraction. Observe

that at the void fraction was highest at the combination of the lowest fixed superficial

liquid velocity (JL=0.623 m/s) and steadily increasing superficial gas velocity (JL=

0.311 m/s to 2.490 m/s). As the superficial liquid velocity (JL) increased, a decline in
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Figure 8.2: Plot of void fraction(α) vs Superficial vel. (JG) at fixed (JL) (0° to 75°)

void fraction values can be observed.

8.4.2 The effect Inclination angle on void fraction:

Variations in void fraction values were observed with change in pipe inclination

angle. Figure 8.3 highlights the sensitivity of void fraction to tilt. The void fraction

decreased with increasing Superficial liquid velocity (JL). This can be explained by

the fact that increase in JL would result in more liquid volume in the pipe and higher

residence time and consequently less void fraction.

8.5 Void fraction models and correlations

Void fraction is a very important parameter for two-phase flow modeling. Because

experiments cannot be routinely performed to acquire void fraction data for every

design need, various correlations and models that can instantly predict or estimate

expected void fraction have been developed and are available in the open literature.
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Figure 8.3: Plot of void fraction (α) versus Superficial vel. (JL) (0° to 75°)

There are literally hundreds of models and correlations available in the open literature.

Most correlations have operational restrictions that limit their application to a narrow

set of conditions. Some of these limitations are related to fluid properties, flow

conditions, geometric parameters (pipe shape, size or orientation) and related factors.

While a lot of void fraction correlations are flow regime independent, many flow

regime dependent void fraction models & correlations exist. Further more, issues of

accuracy also exist within each correlation or model category. Because of these realities

researchers and engineers alike, are faced with the onerous challenge of choosing the

right correlations among several competing alternatives. Because of the obvious need

for guidance and clarity on the strengths and weaknesses about various correlations,

it has been a standing practice for various correlations to be compared with each

other against available experimental data. Results from such comparisons are usually

available in the open literature for quick decision-over the years.
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8.5.1 Case study: Comparison of void fraction correlations

One of the more recent excellent comparisons of void fraction correlations was the

one performed by Woldesemayat and Ghajar [1]. Their goal was to find simple yet

powerful void fraction correlations that can acceptably predict most of the openly

sourced experimental data without resorting to any mathematical complexity. As a

necessary condition, the void fraction data to be evaluated must have been collected

at a variety of inclination angles and flow regimes. In their work, they compared 68

void fraction correlations against 2845 experimental data points from a variety of

sources [2–9].

Table 8.2: Woldsemayat & Ghajar’s data sources

Source ID(mm) Orientation Data Fluids Method2

Eaton 52.5 & 102 H 237 Nat.gas-water QCV3

Beggs 25.4 & 38.1 H,V,I1 291 Air-water QCV
Spedding & N. 45.5 H,V,I 1383 Air-water QCV
Mukherjee 38.1 H,V,I 558 Air-water C.Probe5

Minami & Brill 77.9 H 54 & 57 (A-W),(A-K)3 QCV
Franca & Lahey 19.0 H 81 Air-water QCV
Abdul-Majeed 50.8 H 83 Air-water QCV
Sujumnong 12.7 V 101 Air-water QCV

1 Pipe orientations: Horizontal(H), Vertical(H) and Inclined(I)
2 Measurement method or technique
3 (Air-water), (Air-Kerosene)
4 Quick closing valves.
5 Capacitance probe

The choice of void fraction correlation was spread around four different type

categories (viz. Slip ratio correlations, KεH correlations, Drift flux correlations and

General void fraction correlations) based on the recommendations of Vijayan et al

(2000) [10]. Experimental data, openly available in literature was also collected.

A breakdown of the data by sources, pipe size & orientation, working fluids used

and data collection technique or method is given in Table (8.2). After extensive

comparison, six (6) [11–16] of the sixty-eight (68) correlations emerged as the best

performing and ideal match based on the study criteria (viz. total number of data
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points accurately predicted and relative consistency in performance). Table (8.3)

highlights the percentage of accurate data point predictions (within three error bands)

for the correlations against the 2845 experimental data points. Please note that all

the data in this table were sourced from the work of Woldesemayat and Ghajar [1].

Five (5) of the six (six) best performing correlations were developed based on the

drift flux model. A general expression for void fraction correlations based on drift flux

model is given in Equation (8.4) below.

Table 8.3: Accurately predicted data points within error bands

±5% error ±10% error ±15% error

Data1 (%)2 Data1 (%)2 Data1 (%)2

Morooka et. al. [11]3 1065 37.4 2137 75.1 2427 85.3

Dix [12]3 1597 56.1 2139 75.2 2363 83.1

Rouhani [13]3 1082 38.0 2059 72.4 2395 84.2

Hughmark [14]3 1082 43.7 2003 70.4 2322 81.6

Premoli [15]3 1244 57.8 2084 73.3 2304 81.0

Filimonov [16]3 1643 48.1 1953 68.6 2294 80.6

W. and Ghajar [1]4 1718 60.4 2234 78.5 2436 85.6

1 Number of data points used
2 Percentage (%) of data points correctly predicted
3 One of six (6) recommended void fraction correlations
4 The new, improved, recently developed void fraction correlation

Woldesemayat and Ghajar [1] recommended three (3) of the five (5) Drift flux based,

best performing correlations. They also improved on one of the better performing

correlations by Dix [12] through systematic tuning of some parameters.

The result was that an additional 121 points were captured within the 5% error

band, making this improved correlation (we can now call this the Woldesemayat and

Ghajar correlation), the best performing of all sixty-eight (68) correlations. This new

correlation is mathematically represented by Equation (8.5) below:
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α =
JG

Co(JG + JL) + vGM
(8.4)

Where (Co) in eqn. (8.5) and (vGM ) in eqn. (8.6) represent the two-phase distribu-

tion co-efficient and gas drift velocity, respectively.

Co =
JL

(JG + JL)

[
1 +

(
JL
JG

)(ρG/ρL)0.1
]

(8.5)

vGM = 2.9(1.22 + 1.22sinθ)(Patm/Psys)

[
gDσ(1 + cosθ)(ρL + ρG)

ρL2

]0.25

(8.6)

The analysis of the performance of the Woldesemayat & Ghajar correlation [1]

compared with the other six (6) top performing correlations can be seen in Table (8.3).

8.5.2 Correlation validation using experimental data

Though experimental void fraction data from flow through a horizontal 101.6mm

(4-inch) ID pipe was used in the improvement of this model [Refer to Table (8.2)], no

data from inclined flow from the same pipe size was used.

Thus, given the impressive results recorded by Woldesemayat and Ghajar [1], in

their improved correlation, it was decided that a comparison of the experimental

data (inclined flow) from in this study against the correlation results would be

useful in determining how accurately the correlation is able to predict the given

data. The comparisons were performed at performed at three (3) different pipe

inclination angles (15°, 30° & 75°). Figure (8.4) shows the results for the comparisons

of the 15° experimental data (cross-sectional void fraction) against the calculated

results from Woldesemayat and Ghajar’s correlation [1]. The plots show that the

correlation predicted the data reasonably well with some considerable deviations at
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Figure 8.4: Experimental vs. calculated void fraction data (θ=15°) [1]

higher superficial flow rates (JL). The correlation seemed to have predicted the data

better at medium superficial liquid flow rates: JL=1.556(m/s) & 1.868(m/s).

Similar results were observed in Figure (8.5) where cross-sectional data from the

30° inclination angle were compared with correlation data. The best performing results

can be observed at fixed superficial liquid flow rates: JL=1.245(m/s) & 1.556(m/s).

The best overall performance was observed in the correlation data comparison with

experimental (cross-sectional void fraction) data from flow at 75° inclination angle.

Refer to Figure (8.6) for a plot of the experimental versus calculated data. The

calculated data appears to have correlated well with experimental data at almost all

flow conditions.
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Figure 8.5: Experimental vs. calculated void fraction data (θ=30°) [1]

Figure 8.6: Experimental vs. calculated void fraction data (θ=75°) [1]
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8.6 Conclusion

Void fraction is one of the most consequential flow parameters required for the

characterization of two-phase (gas/liquid flow). In this study, the wire-mesh sensor,

which is an advanced high-speed imaging instrument and measuring device that has

been used by several researchers to acquire void fraction data was used to determine

the void fraction of two-phase flow at various flow conditions and six (6) different

inclination angles. The void fraction data was interrogated and its behavior under

different orientation angles and flow conditions was analyzed. Increase in superficial

liquid velocity resulted in liquid accumulation in the pipe and consequently, lower void

fraction at almost all flow conditions and inclinations studied. Conversely increase

in superficial gas velocity resulted in increase in void fraction for almost all flow

conditions and inclinations observed. The experimental data was also used to validate

the Woldesemayat and Ghajar [1] void fraction correlation. Good agreement was

observed between the correlation results and the experimental data for the different

pipe orientation angles investigated.
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Chapter 9

General discussions & summary

In this report, an experimental campaign was conducted with the goal of better

understanding the behavior of two-phase flow through a pipe at different orientations

(horizontal & inclined) and flow conditions. As part of this mission quality data

of different flow parameters were collected and analyzed. To achieve this a test rig

was designed, fabricated and commissioned. By careful selection of appropriate flow

instrumentation and appropriately designed protocols and procedures, the experimental

campaign was successfully completed. This chapter provides the summary of the work

and some of the results.

9.1 Summary of Findings:

• Flow regimes: Flow regimes are usually specific to the systems that produce them.

For this study six (6) main flow regimes were observed. The flow regimes include:

Bubble (BB), Elongated bubble (EB), Stratified smooth (SS), Stratified wavy (SW),

Slug (SL) and Churn (CH) flows.

• Flow regimes affect behavior of systems: Flow regimes affect the hydrody-

namic and thermal (if applicable) behavior of two-phase flow systems. They achieve

this because of their influence on key flow parameters like void fraction and pressure

drop. Throughout out this report the influence of flow regime was can be seem in

the several changes in void fraction nd pressure gradient profile.

• The influence of two-phase pressure drop components: Gravitational pres-
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sure drop dominates at low gas flow rate. Frictional pressure drop dominates with

increase in gas flow rate. Accelerational pressure drop is a result of phase change or

momentum change but its exact magnitude can be more complicated to determine. In

literature most researchers [1] working on adiabatic systems have mostly considered

it negligible, given certain conditions: short pipe lengths and adiabatic or non-boiling

two-phase flow. However, it is the view of this author that its impact would likely

be large in slug flow for the 101.6mm ID pipe due to the piston-like compressive

effect that occurs when gas is trapped between liquid slugs. Hoogendorn, C.J [?] and

Magiros and Dukler (1961) [2] reported accelerational pressure drops as high as 14%

and 50% respectively. Further investigation is required in this area.

• Support of upward liquid transport: The maximum pressure drop occurred at

a combination of the highest superficial gas velocity (JG=2.490 m/s) and the lowest

superficial liquid velocity (JL=0.623 m/s) investigated. At the highest superficial gas

velocity, the gas possesses total kinetic energy (E) which it eventually transfers to

the liquid. As this energy is injected into the continuous phase (liquid)it is converted

and transferred into the potential energy of the fluid and quickly transformed into

kinetic energy which sustains the upward flow of the liquid. This high in kinetic

energy leads to friction at the interfaces of the phases and increases pressure drop.

At a superficial (gas-liquid) velocity where the gas is unable to support the liquid,

flow reversal occurs.

• The dynamics of inclined two-phase flow In co-current flow gas moves faster

than liquid and supports liquid transport. The amount of time a phase spends in

the channel (Residence time) can depend on fluid property, flow rate or inclination.

Generally at fixed liquid flow rate, pressure gradient increases as gas flow rate

increase. However, (as discussed earlier) at a given combination of gas and liquid

superficial velocity, the kinetic energy transferred from the gas to the liquid is
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unable to adequately support continued upward transport of the liquid leading to the

domination of the gravitational pressure drop and a decrease in the pressure drop in

a phenomenon identified as flow reversal.

• Pressure gradient at various inclinations: The response of pressure gradient

to change in inclination angle is not linear or uniform. Its increase or decrease is

dependent on the prevalent combinations of superficial velocities or flow rates of

the gas and liquid phases. Specific details about these variations can be found in

Chapter (7)

• Void fractions at various inclinations Void fraction decreased with increasing

superficial liquid velocity (JL) at all pipe orientations investigated. Further details

available in Chapter (8)

• Void fraction at various superficial velocities At fixed superficial liquid ve-

locity, void fraction increased with increasing superficial gas velocities. The reverse

was the case when superficial gas velocity was held constant and superficial liquid

velocity was steadily increased. These trends were sustained at all inclination angles

investigated.

9.2 Key contributions:

• Generated data: One of the most critical contributions of this work is the

generation of quality two-phase flow data. Data was collected for three (3) main flow

parameters (i.e. Pressure drop, void fraction & flow regime). Data was collected

at six (6) pipe orientations [0°, 15°, 30°, 45°, 60°, 75°]. All the given inclination

angle were referenced to the horizontal. Details about the test matrix, properties

of the working fluids and the flow conditions are all provided in Chapter (4). Good

results were obtained when the experiential void fraction data was compared with
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data from the Woldesemayat & Ghajar correlation [3]. The data collected can be

of useful practical application in the development and improvement of two-phase

flow correlations and models. They can also be used for parameter tuning and the

validation of numerical models.

• Developed flow regime maps: As part of this work, flow regime maps specific

to two-phase (water-air) flow through a 101.6 mm (4 inch) ID pipes were developed.

Regime maps for all pipes orientations studied were created. These maps can be found

in (6). Flow regimes are generally system specific. They vary with pipe geometry

(size & orientation), the physical properties of the fluids, the flow orientation, the

energy condition (adiabatic or diabatic) and the flow parameters. Though the

author is aware of some flow regime maps for upward two-phase (water-air) flow

through a 101.6 mm ID pipe, he has no knowledge of the existence of flow regime

maps for inclined orientations spanning the inclination angles for which flow regime

maps were developed in this study. Notwithstanding their technical and industrial

relevance, there are relatively much fewer experimental studies focused on flow regime

observation in inclined tubes.

• Behavior of flow parameters at various inclination angles: The study pro-

vided new insight into the behavior of two-phase flow parameters (pressure drop, flow

regime & void fraction) at various inclination angles. Details of these findings are

provided in Chapters (6, 7, 8) where the variation of the different flow parameters

are analyzed. These findings might be of interest to system designers and operators

interested in upward, two-phase, horizontal and inclined flow.

210



9.3 Recommendations and future work:

• Numerical modeling: It would be useful to develop numerical models (CFD-

based analysis) around the hydrodynamic behavior of two-phase flow through the

various pipe inclinations investigated. Results from the experiment can then be used

to validate these. It would be interesting to see how accurately the models are able

replicate the results obtained from the experimental work.

• Validation of two-phase flow correlations & models: Though a limited

validation work was performed in Chapter (8), it would be useful work to perform a

an extended validation work on several correlations and models using the experimental

data to see which of the models and correlation best predict the data. This can

be useful work as it might provide help for researchers and practitioners looking to

make informed decision about choice of correlations or models for their work. Thus

validation of various two-phase flow models and correlations would be useful future

work.

• Model development A follow-up work after validation of models & correlations

would be the potential development of new or improved models using the experimental

data. The validation of existing models can provide insight into areas of improvement

as was the case with the development of the Woldesemayat & Ghajar [3] correlation.

This model development effort started with the validation of several correlations but

culminated in the development of a new and improved correlation.

• WMS based flow studies: More in-dept study of two-phase flow using exper-

imental WMS data would be useful. Recommended areas of future study would

include flow visualization studies, in-depth study of local flow processes at transition

boundaries and study of interfacial structures. Other subjects of interest would

include study of bubble size measurement, bubble velocity & bubble distributions,

void fraction profile studies and evelauation of the effectiveness of Dual sensor WMS
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as a useful flow meter or velocity measurement device.

• Accelerational pressure drop: Contrary to several claims in the literature, it

does appear that it might indeed by incorrect to assume that Accelerational pressure

drop is negligible especially in intermediate and large diameter pipe. Further experi-

mental investigation to determine the actual magnitude or approximate percentage

contribution of accelerational pressure drop to the total pressure drop in a two-phase

(gas-liquid) system would be a useful study.

• Local process identification: The next leg of the study will provide insight into

local processes involved in the dynamics of gas-liquid interfaces including flow regime

transitions and the development of interfacial structures in two-phase flow as applied

to 101.6mm ID pipes. It has been determined in some quarters that reliance on

flow regime maps and static transition criteria is hardly enough for two-phase flow

modeling. Some of this information available from this study might be of value to

model developers.

9.4 Conclusion:

The understanding of the hydrodynamic behavior of two-phase (gas-liquid) flow and

the collection & analysis of flow data at various orientations is important for the

development of flow analysis tools, protocols, models and correlations useful for the

design and operation of two-phase flow systems. The experimental campaign conducted

in this study was directed at these goals. This dissertation provide the findings from

that campaign. It is hoped that the data collected from this study would be a valuable

addition to the two-phase flow data base and that the results achieved will be both

useful and valuable to researchers, designers and operators of two-phase flow systems.
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