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a b s t r a c t 

We use a three-dimensional computational fluid dynamics model to examine the liquid saturation, KOH 

concentration, and gas crossover in an alkaline diaphragm water electrolysis device. The effects of cell 

potential, solution feed rate, and aspects of the design such as the locations and widths of channels on 

performance and crossover were studied. The results build a case for implementing a separator transport 

model and an electrode/separator interface model because of the concentration changes observed at the 

anode and cathode. Simulations suggest a strong relationship between solution feed rate and the nature 

of dissolved gas crossover through the diaphragm due to the differential liquid pressure driving force. 

This work underscores the importance of three-dimensional modeling for the design of electrochemical 

cells, as it can identify issues linked to the geometry, e.g., low local current density or high local gas 

crossover. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 

1. Introduction 

1.1. Overview 

There is a consensus among a diversity of scientists and most 

governments that climate change is a major threat to the wellbe- 

ing of humanity. In the most recent complete synthesis report from 

the Intergovernmental Panel on Climate Change (IPCC), as of writ- 

ing, climate change is directly causing more natural disasters and 

negatively impacting access to clean water and crop yields [1] . This 

has been motivating the transformation of the energy and trans- 

portation sectors. Hydrogen is expected to play a role as an en- 

Abbreviations: ADWE, Alkaline diaphragm water electrolysis; CFD, Computa- 

tional fluid dynamics; CL, Catalyst layer; DLP, Differential liquid pressure; ESI, Elec- 

trode/separator interface; HER, Hydrogen evolution reaction; OER, Oxygen evolution 

reaction; PEMWE, Polymer electrolyte membrane water electrolysis; PTL, Porous 

transport layer; 3D, Three-dimensional; %LFL, Percent lower flammability limit; 

%H 2 P, Percent hydrogen purity. 
∗ Corresponding authors. 

E-mail addresses: hscho@kier.re.kr (H-S. Cho), shimpale@cec.sc.edu (S. Shim- 

palee). 

ergy carrier, which would heighten the demand for hydrogen fuel. 

Preferably, demand should be satisfied using renewable sources of 

energy such as solar or wind power to generate so-called “green 

hydrogen” via water electrolysis. However, steam reforming con- 

tinues to be the least expensive method of producing hydrogen. 

Electrolysis has advantages in some circumstances, such as when it 

is more economical to produce hydrogen on-site at a smaller scale 

than steam reforming. This may perhaps be for transportation or 

storing grid energy generated from intermittent renewable sources 

such as wind and solar, the cost of which is trending downward. 

Alkaline diaphragm water electrolysis (ADWE) is a widespread, 

heavily established process. Its high durability [2] and low cost 

[3] renders it favorable for small- to mid-scale applications, such 

as grid storage or on-site generation for industrial purposes. Com- 

pared with the newly commercialized polymer electrolyte mem- 

brane water electrolysis (PEMWE), ADWE is very inexpensive, re- 

quiring no precious metals or titanium to withstand a corrosive 

acidic environment when polarized. Consequently, it depends only 

on abundant elements such as iron and nickel for electrocat- 

alytic activity [4] . ADWE devices are subject to greater resistance 

losses than their PEMWE counterparts, which are attributed to the 

https://doi.org/10.1016/j.electacta.2021.138802 

0013-4686/© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 

https://doi.org/10.1016/j.electacta.2021.138802
http://www.ScienceDirect.com
http://www.elsevier.com/locate/electacta
http://crossmark.crossref.org/dialog/?doi=10.1016/j.electacta.2021.138802&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:hscho@kier.re.kr
mailto:shimpale@cec.sc.edu
https://doi.org/10.1016/j.electacta.2021.138802
http://creativecommons.org/licenses/by-nc-nd/4.0/


J.S. Lopata, S-G. Kang, H-S. Cho et al. Electrochimica Acta 390 (2021) 138802 

electrolyte-filled porous diaphragm. However, this is compensated 

by a relatively high electrocatalytic activity that allows ADWE cell 

efficiency to rival that of PEMWE within a narrow range of current 

densities [4] . 

1.2. Operating principle 

ADWE devices split liquid water into hydrogen and oxygen 

gases using an aqueous, high-pH electrolyte to transport ions 

through a porous separator. The present state-of-the-art separator 

most widely used is Zirfon®, which is not ion-selective. In ADWE, 

the anodic oxygen evolution reaction (OER) and cathodic hydrogen 

evolution reaction (HER), along with their standard reduction po- 

tentials, are: 

OH 

− → 

1 
4 O 2 + 

1 
2 H 2 O + e −E 

◦
eq , a = 0 . 401 V v s . SHE{1} 

H 2 O + e − → 

1 
2 H 2 + OH 

−E 

◦
eq , c = −0 . 829 V v s . SHE{2} 

OH 

− migrates from the cathode, where it is produced, to the 

anode, where it is consumed. Liquid water is consumed at the 

cathode, but some is generated in the OER. An alkali hydroxide 

solution, typically NaOH or KOH, is fed to the anode and cathode 

during operation. The optimal concentration of the solution, largely 

due to the conductivity, is about 25-30 wt% and depends on tem- 

perature [ 5 , 6 ]. The use of an aqueous electrolyte leads to an assort- 

ment of challenges. The diaphragm must be porous to accommo- 

date the electrolyte, which contains the OH 

− charge carriers, but 

it must also be selective to the liquid-phase, prohibiting undesired 

gas crossover. This requires a hydrophilic material with high poros- 

ity and a small pore size, Zirfon® being one. Additionally, the pres- 

ence of the gas phase negatively impacts the kinetic and resistive 

losses quite strongly because it impedes ion transport to and from 

reaction surfaces [7] and the diaphragm [8] , respectively. 

1.3. Current state of research 

Experimental studies of ADWE devices have concentrated on 

improving electrocatalytic activity [ 9 , 10 ], mitigating or preventing 

gas crossover [11–13] , and minimizing kinetic and resistive losses 

[ 5 , 14 ]. This work addresses voltage losses and crossover by ob- 

serving the distributions of liquid saturation, solution concentra- 

tion, and gas crossover predicted by computational fluid dynamics 

(CFD) analysis. First, we discuss the electrolyte gap between the 

electrodes and separator, capillary action in porous media, and the 

mechanisms of gas crossover. 

1.4. The electrolyte gap 

Conventionally, ADWE cells are built with a gap between the 

electrodes and separator because until recently, electrodes were 

typically solid metal plates and an escape channel was required for 

evolved gases to be expelled. This came at a disadvantage, namely 

the potential losses attributed to the decrease in effective conduc- 

tivity of the solution within the gap. These losses are dependent on 

the gap width and the rate of gas production. One early research 

effort sought to optimize the gap width in conventional ADWE, 

concluding that a 2 mm gap width between the electrode and sep- 

arator led to the best performance [15] . 

Porous electrodes and developments in diaphragm materials al- 

lowed cells to be assembled with a zero-gap configuration be- 

cause bubbles can escape through the pores of the electrode and 

crossover is effectively limited by today’s diaphragms [16] . Zirfon®, 

being 85% ZrO 2 and 15% polysulfone, is hydrophilic, unlike the 

traditional porous polymer diaphragms. The resulting high bubble 

point allows Zirfon® to effectively separate product gases at atmo- 

spheric pressure. 

While the zero-gap configuration offers the advantage of lower 

resistance, the cell resistance still exceeds open-circuit zero-gap 

measurements of diaphragm resistance [17] and calculated val- 

ues based on the properties of the solution and separator, namely 

porosity, tortuosity, and electrolyte resistivity [ 8 , 18 ]. The presence 

of the gas phase at the electrode/separator interface (ESI) is the 

most likely cause, in light of experimental work conducted by 

Kienzlen et al. [19] using perforated plate electrodes. Their work 

showed that optimal performance is achieved with a gap width 

similar in magnitude to the electrode pore size to allow gas bub- 

bles to escape. In our recent experimental work on PEMWE devices 

[20] , we showed that the gas phase occupies more of the region 

between the porous transport layer (PTL) and separator when the 

catalyst layer (CL) is very thin, i.e., the PTL is much closer to the 

membrane. These results suggest that there is an interfacial resis- 

tance that contributes to the measured cell resistance. 

1.5. Capillary action in electrolysis devices 

Porous media facilitate the ease of two-phase flow in electrol- 

ysis devices by providing pathways for liquid flowing toward and 

gas flowing away from reaction sites. The coexistence of the gas 

and liquid phases bears with it capillary action due to forces at 

the boundaries between the fluid, gas, and solid phases. The di- 

mensionless quantity defined by Leverett [21] has been empiri- 

cally fitted for other systems, including fuel cells and electrolyzers 

[22–24] . The Leverett function used by Wang et al. [25] is widely 

used. Kumbur et al. [24] compiled some well-known relative per- 

meability models, used in conjunction with the Leverett function, 

from literature. To incorporate capillary action into a pseudo-two- 

phase model, in which there is only one governing equation each 

for mass and momentum conservation, we can specify an effective 

capillary diffusivity [ 26 , 27 ]. 

Liquid saturation and concentration distributions depend on the 

capillary model. Liquid saturation determines the fraction of the 

catalyst surface that is utilized, and concentration affects the cell 

resistance. The difference in liquid saturation across the separator 

can also drive the through-plane flow of solution if the total pres- 

sures at the anode and cathode are balanced because there would 

be a difference in liquid pressures in this scenario. As we cover in 

the next section, this can have an effect on gas crossover. 

1.6. Crossover 

Schalenbach et al. [28] discussed three components of the 

crossover mechanism in alkaline water electrolysis – diffusion of 

dissolved gases, convection of fluid containing dissolved gases, and 

gas bubbling – and quantified the effective hydrogen permeabil- 

ity through a Zirfon® separator immersed in KOH solution. In this 

work, we use their findings to model the local crossover of hydro- 

gen and oxygen through the separator. If we neglect gas bubbling 

through the separator, which occurs when the differential gas pres- 

sure exceeds the bubble point of the separator, gas crossover is 

assumed to be entirely dependent on the flow rate of the solu- 

tion through the separator. This depends primarily on two driving 

forces: differential liquid pressure (DLP) across the separator and 

electroosmotic drag due to the migration of OH 

−. Differential liq- 

uid pressure is influenced by pressure drops from inlets to outlets 

and capillary action. This can drive fluid flow in either direction 

depending on operating conditions, especially the feed rates. Solu- 

tion will tend to pass from the porous electrode into the separa- 

tor near the inlets, where liquid pressure is generally high. Solu- 

tion should also move from high to low liquid saturation if capil- 

lary action is the dominant factor of DLP. Haverkort [18] observed 

the flow of water from anode to cathode in experiments, which 

agreed with expectations based on an ion transport model [ 18 , 29 ]. 

2 
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We expect that DLP-driven fluid flow also may explain this flow 

if the liquid pressure is higher at the anode than at the cathode. 

While pressure gradients within the separator were considered in 

that model, it was assumed that no DLP was present across the 

separator. 

Electroosmotic drag, which acts on water from cathode to an- 

ode, may also be an important factor to consider, possibly limiting 

the flow rate of water from anode to cathode (or conversely en- 

hancing the flow rate of water from cathode to anode) and leading 

to more hydrogen crossover. Haverkort [18] suggests an electroos- 

motic drag coefficient of 6 ± 1 mol H 2 O (mol OH 

−) −1 while Trinke 

et al. [11] suggests a value of 1.3 based on anion exchange mem- 

brane characterization [30] . This disagreement highlights the need 

to characterize electroosmotic drag in Zirfon®. 

1.7. Objectives 

Two-phase flow simulations applied to electrolysis date back to 

2D CFD modeling work by Mat et al. [31] , who developed a math- 

ematical model predicting void fraction distributions in conven- 

tional ADWE cell channels. The experimental work of Reigel et al. 

[32] validated their solutions. This work demonstrated the impor- 

tance of understanding two-phase flow by showing quantitative ef- 

fects of hydrogen bubbles on the electrochemically active area and 

the effective conductivity of the solution. Since then, two-phase 

flow models for electrolysis cells have been presented by many au- 

thors [33–39] , who focused on computing validated flow and liquid 

saturation distributions without predicting nonuniformity in the 

electrochemical reaction. Recently, Rodríguez and Amores [40] re- 

leased a computational study of the effects of the gas phase on cell 

performance. They expanded upon the previous study by Mat et al. 

[31] using a 2D CFD model to study the performance of a full con- 

ventional ADWE cell, including the effects of temperature, solution 

conductivity, and gap width on performance. 

This work aims to apply 3D CFD to the present generation of 

zero-gap ADWE devices. Herein, we use computed distributions of 

current density, liquid saturation, solution concentration, and gas 

crossover to identify needs for further research to address. Specif- 

ically, we bring to light the effects of geometry on local variables, 

the intricate nature of gas crossover, and whether additional mod- 

els of ion transport in the separator and bubble coverage at the ESI 

are necessary for future work. 

2. Methodology 

2.1. Experimental procedure 

As shown in Fig. 1 a, a single cell with an active area of ap- 

proximately 36 cm 

2 was constructed in a zero-gap configuration 

with nickel PTLs, nickel current collectors, and a Zirfon PERL UTP- 

500 separator. Raney nickel and nickel-iron layered double hydrox- 

ide (LDH) were used as the cathodic and anodic catalysts, respec- 

tively, both on nickel foam supports. Nickel foams were also used 

as PTLs. The current collectors contained no flow fields, instead di- 

recting the feed solution into the porous media. Cell performance 

was evaluated at a temperature of 80 °C and a feed rate of 30 wt% 

KOH solution equal to 400 mL min 

−1 – i.e., ~11.1 mL min 

−1 cm 

−2 –

into each half cell. The anolyte and catholyte were fed in a counter- 

current configuration. Galvanostatic polarization experiments were 

conducted by incrementing current density in the range from 0 to 

2 A cm 

−2 using a Biologic HCP-803 potentiostat/galvanostat. Each 

current was applied for at least 10 min to obtain a steady-state 

result. The electrolyzer was operated in a partially separated cy- 

cle, which allowed partial mixing of the catholyte and anolyte by 

opening a mixing pipe valve between the KOH chambers to con- 

trol the OH 

− concentration. A schematic of the overall process is 

illustrated in Fig. 1 b. 

2.2. Model geometry 

The single cell geometry, shown in Fig. 2 , consisted of two 

plates, manifolds with extrusions at the inlets and outlets (ex- 

trusions not shown), two PTLs, two electrodes, and a diaphragm 

separator. The computational domain was based on a design con- 

cept, with the component thicknesses and general assembly con- 

figuration based on the experimental cell. Table 1 lists all regions 

and their interfaces, assigning unique superscripts to each region, 

grouping of regions, and interfaces for use in symbolic equations. 

The cross-sectional area of the cell was about 729 cm 

2 and the 

electrodes, PTLs, and separator were 0.7, 0.9, and 0.46 mm, respec- 

tively. A thin mesher was used to achieve accurate and efficient 

discretization of this thin domain. The thin meshing technique al- 

lowed for a high-quality representation of the geometry with a to- 

tal of 477,559 cells. Through early testing with a simple rectangular 

geometry, it was found that fluid flow velocity through a thin re- 

gion bound by walls with no-slip conditions was accurately com- 

puted when at least 8 thin layers (368 cells) were generated in 

the mesh. Doubling the number of thin layers to 16 (736 cells) re- 

sulted in a 3.3% increase in the maximum velocity while halving 

the thin layers (184 cells) led to a 12% decrease in maximum ve- 

locity. Therefore, the electrodes and PTLs were each given 4 thin 

layers for a total of 8 layers between the plate and the separator 

on both sides of the cell. The manifolds were meshed with only 4 

layers in thin sections, which provided an acceptable flow compu- 

tation for these regions, which were not in close proximity to the 

vast majority of the electrochemically active surface. The 1.6 mm 

manifolds injected solution directly into the electrodes and PTLs by 

design, as opposed to having non-porous flow channels between 

the PTL and plate, similarly to the experimental cell. 

The mesh size at the injection/ejection areas in the electrodes 

and PTLs was set to a small value of 0.6 mm near the manifolds 

and allowed to expand to a maximum of 6.7 mm toward the mid- 

dle of the flow field. This was in expectation of the gradients that 

would form in proximity of the injection/ejection areas. A large 

target mesh size was applied to the plates, in which only poten- 

tial and energy are modeled. However, due to the thinness of the 

plates in some sections, compatibility refinement was enabled to 

ensure high cell quality in sections of the plate near the internal 

porous media. Fig. 2 c exhibits the outcome of this refinement. 

By changing the number of thin layers in each region, coarse 

and fine meshes were produced, the total number of cells being 

323,329 and 825,080, respectively. At 2.4V, the simulated average 

current density varied by about 2% among meshes. 

2.3. Governing equations 

In this section, average properties are accented according to 

their weighting; ϕ̄ , ˆ ϕ , and 

� 

ϕ are respectively the volume-weighted, 

mass-weighted, and quantity-weighted averages of the hypotheti- 

cal property ϕ. Furthermore, superficial properties, with the excep- 

tion of velocity and ionic diffusivity, are defined as ϕ 

S = sϕ, s be- 

ing liquid saturation. The parameter values and relationships not 

included in the text are provided in Tables 2 and 3 . 

We employed the pseudo-two-phase flow assumption to model 

flow within the cell. It was assumed that the gas and liquid phases 

traveled at the same advective velocity 
� 

v 
S = ∈ ̂

 v , with ε being 

porosity, at every point in the domain. This reduced the number 

of governing equations to one equation each for mass and momen- 

tum conservation, 

∇ ·
(
ρ̄ ˆ v S 

)
= 

∑ 

i 

S i = w,w v = 0 (1) 

3 
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Fig. 1. a) Schematic of the experimental test station. b) Cell assembly and components. 

Table 1 

Model Geometry – Regions, Interfaces, and Designated Superscripts 

Region Superscript or Label Has Interface With: 

Anode {a} {sep, ptla, cca, ima, oma} 

Cathode {c} {sep, ptlc, ccc, imc, omc} 

Separator {sep} {a, c} 

Anode PTL {ptla} {a, cca, ima, oma} 

Cathode PTL {ptlc} {c, ccc, imc, omc} 

[a, c, ptla, ptlc} {por} All 

Anode Current Collector {cca} {a, ptla, ima, oma, ∞ }, + terminal 

Cathode Current Collector {ccc} {c, ptlc, imc, omc, ∞ }, - terminal 

Anode Inlet Manifold {ima} {a, ptla, cca}, anode inlet 

Anode Outlet Manifold {oma} {a, ptla, cca}, anode outlet 

Cathode Inlet Manifold {imc} {c, ptlc, ccc}, cathode inlet 

Cathode Outlet Manifold {omc} {c, ptlc, ccc}, cathode outlet 

All Fluid Regions {f} All 

All Manifolds {man} all except separator 

Environment { ∞ } {cca, ccc} 

Interface Superscript Interface Superscript 

{a}/{sep} {a} {imc}/cathode inlet {inc} 

{c}/{sep} {c} {oma}/anode outlet {outa} 

{cca}/{ima}, {cca}/{oma} {ccma} {omc}/cathode outlet {outc} 

{ccc}/{imc}, {ccc}/{omc} {ccmc} {ina, inc, outa, outc} {io} 

{cca}/{ ∞ }, {ccc}/{ ∞ } {cc ∞ } {cca}/ + terminal { + } 

{ima}/anode inlet {ina} {ccc}/- terminal {-} 

4 
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Table 2 

Parameters 

Latin K 1 -K 73 

Param. Value Unit Ref. Param. Value Unit Ref. 

D re f 
H 2 −O 2 

4.17e-05 m 

2 s −1 [42] K 1 1.89745 m 

2 s −1 

D re f 
H 2 −w v 1.012e-04 m 

2 s −1 [42] K 2 -8.53249 None 

D re f 
O 2 −w v 2.82e-05 m 

2 s −1 [42] K 3 0.329562 m 

2 s −1 

E cell {1.6, 1.8, 2.0, 2.2, 2.4} V K 4 0.410319 10 20 J 

E ◦eq ,a 1.2288 V vs. E ◦eq ,c K 5 -4.15603 None 

E ◦eq ,c 0 V vs. E ◦eq ,c K 6 3.17473 10 20 J 

E tn,a 1.73 V vs. E ◦eq ,c K 7 0.0475058 kmol m 

−3 Pa −1 

E tn,c 0.25 V vs. E ◦eq ,c K 8 -18.6545 None 

F 96,485,333 C kmol −1 K 9 1.06025 None 

L { sep } 4.6e-04 m K 10 1.98037 10 20 J 

M H 2 2.016 kg kmol −1 K 11 4.44386 10 20 J 

M O 2 31.999 kg kmol −1 K 12 -2295.71 K 

M O H − 17.007 kg kmol −1 K 13 0.00770824 m 

6 kmol −2 

M w 18.015 kg kmol −1 K 14 -0.240895 m 

3 kmol −1 

N Sc 100 none K 15 8.37624 None 

P re f 
H 2 −O 2 

101325 Pa [42] K 16 1.9746e10 K −K_17 

P re f 
H 2 −w v 101325 Pa [42] K 17 -5.33093 None 

P re f 
O 2 −w v 101325 Pa [42] K 18 8.91459e-04 K −1 

Q {8.107, 2.027} L min −1 K 19 -0.447179 None 

R 8314.66 J kmol −1 K −1 K 20 -3.498 None [46] 

R esi 1.35e-05 � m 

2 K 21 37.93 None [46] 

T { ina,inc } 353.15 K K 22 -6426.32 K [46] 

T {∞} 312.15 K K 23 0.016214 None [46] 

T re f 
H 2 

293.85 K [ 47 , 48 ] K 24 -0.13802 m 

3 kmol −1 [46] 

T re f 
O 2 

292.25 K [ 47 , 48 ] K 25 0.1933 m 

1.5 kmol −0.5 [46] 

T re f 
H 2 −O 2 

308.05 K [42] K 26 1.28756e-09 mol kg −1 m 

9 kmol −3 K −2 

T re f 
H 2 −w v 308.05 K [42] K 27 4.57346e-07 mol kg −1 m 

9 kmol −3 K −1 

T re f 
O 2 −w v 322.65 K [42] K 28 8.51811e-04 mol kg −1 m 

9 kmol −3 

U 100 W m 

−2 K −1 K 29 -1.87305e-08 mol kg −1 m 

6 kmol −2 K −2 

b 1.5 none K 30 3.52482e-06 mol kg −1 m 

6 kmol −2 K −1 

b { sep } 2.3 none [17] K 31 0.00764237 mol kg −1 m 

6 kmol −2 

c 
{ sep } 
P 

2120 J kg −1 K −1 K 32 3.09226e-07 mol kg −1 m 

3 kmol −1 K −2 

c P, H 2 14315.8 J kg −1 K −1 [49] K 33 3.67376e-04 mol kg −1 m 

3 kmol −1 K −1 

c P, O 2 920.425 J kg −1 K −1 [49] K 34 0.869801 mol kg −1 m 

3 kmol −1 

c P,L 2979 J kg −1 K −1 [ 50 , 51 ] K 35 -0.0151895 None 

c P,w v 1938.19 J kg −1 K −1 [49] K 36 -46.8743 None 

i re f 
0 ,a 

1.28 A m 

−2 [52] K 37 343.766 None 

i re f 
0 ,c 

7.54 A m 

−2 [9] K 38 -566.491 None 

k B 1.38065e-23 J K −1 K 39 472.221 None 

K 40 4.34773e-05 K −1 

Greek K 41 0.258126 K −1 

Parameter Value Unit K 42 -1.38799 K −1 

αa 1.52 none [52] K 43 1.89206 K −1 

αc 1.178 none [53] K 44 -1.39535 K −1 

ε{ a,c } 0.76 none K 45 -1.10721e-07 K −2 

ε{ ptla,ptlc } 0.67 none K 46 -4.37513e-04 K −2 

ε{ sep } 0.576 none [12] K 47 0.00228340 K −2 

θ 0.52 rad K 48 -0.00398424 K −2 

κ { por } 1.0e-08 m 

2 K 49 0.00344981 K −2 

κ { sep } 7.0e-16 m 

2 [28] K 50 -9.6278e-05 m 

6 kmol −2 K −1 

λNi 90 W m 

−1 K −1 K 51 0.0324536 m 

6 kmol −2 

λ{ sep } 1 W m 

−1 K −1 K 52 8.00428e-04 m 

3 kmol −1 K −1 

λw 0.65 W m 

−1 K −1 K 53 -0.138153 m 

3 kmol −1 

μre f 
H 2 

8.76e-06 Pa s [ 47 , 48 ] K 54 6.28356e-05 K −2 

μre f 
O 2 

2.018e-05 Pa s [ 47 , 48 ] K 55 -0.0574972 K −1 

νH 2 0.5 mol (mol e −) −1 K 56 11.4473 None 

νO 2 0.25 mol (mol e −) −1 K 57 999.65 kg m 

−3 [54] 

νO H − ,a -1 mol (mol e −) −1 K 58 0.20438 kg m 

−3 °C −1 [54] 

νO H − ,c 1 mol (mol e −) −1 K 59 -0.06174 kg m 

−3 °C −1.5 [54] 

νw,a 0.5 mol (mol e −) −1 K 60 54.59 kg kmol −1 [54] 

νw,c -1 mol (mol e −) −1 K 61 -0.1156 kg kmol −1 °C −1 [54] 

K 62 0.001009 kg kmol −1 °C −2 [54] 

K 63 -4.383 kg m 

1.5 kmol −1.5 [54] 

K 64 0.02343 kg m 

1.5 kmol −1.5 °C −1 [54] 

K 65 -1.865e-4 kg m 

1.5 kmol −1.5 °C −2 [54] 

K 66 -0.342001 S m 

−1 K −1 [6] 

K 67 0.00119700 S m 

−1 K −2 [6] 

K 68 -117.298 S m 

2 kmol −1 [6] 

K 69 -0.516794 S m 

5 kmol −2 [6] 

K 70 0.328293 S m 

5 kmol −2 K −1 [6] 

K 71 1.19605e04 S m 

5 kmol −2 K [6] 

K 72 0.0624312 S m 

8 kmol −3 [6] 

K 73 -1.8832e-05 S m 

5 kmol −2 K −2 [6] 
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Table 3 

Material Property Relationships 

Equation Ref. 

J{ s } = 1 . 417( 1 − s ) − 2 . 12 ( 1 − s ) 2 + 1 . 263 ( 1 − s ) 3 [ 25 , 27 , 41 ] 

P sat = 

101325 ∗ T K 20 exp { K 21 + 

K 22 

T 
} ∗ exp { K 23 + K 24 C KOH + K 25 

√ 

C KOH } 
[46] 

P ∗sat = 101325 ∗ T K 20 exp { K 21 + 

K 22 

T 
} ∗ exp { K 23 } [46] 

(modified) 

m KOH = ( K 26 T 
2 + K 27 T + K 28 ) ∗ C 3 KOH + ( K 29 T 

2 + K 30 T + K 31 ) ∗ C 2 KOH + 

( K 32 T 
2 + K 33 T + K 34 ) ∗ C KOH 

[46] 

(fitted to within 0.5% error) 

s = 

w 

S 
L 

ρL 

( ∑ 

i 

w 

S 
i 

ρi 

) −1 

w i = w 

S 
i 

(
n ∈ ∑ 

i 

w 

S 
i 

)−1 

w KOH = 

0 . 056106 ∗ m KOH 

1 + 0 . 056106 ∗ m KOH 

w w v ,sat = 

P w v ,sat M w 

P w v ,sat M w + ( P − P w v ,sat )( y O 2 M O 2 + y H 2 M H 2 ) 

x KOH = 

2 ∗ m KOH 

55 . 5093 + 2 ∗ m KOH 

[55] 

y i = y S 
i 
( 

n ∈ ∑ 

i 

y S 
i 
) −1 

Y ±,m = exp { K 35 + K 36 x KOH + K 37 x 
2 
KOH + K 38 x 

3 
KOH + K 39 x 

4 
KOH + ( K 40 + K 41 x KOH + K 42 x 

2 
KOH + K 43 x 

3 
KOH + K 44 x 

4 
KOH ) ∗ T 

+( K 45 + K 46 x KOH + K 47 x 
2 
KOH + K 48 x 

3 
KOH + K 49 x 

4 
KOH ) ∗ T 2 } / ( 1 + 0 . 03603 ∗ m KOH ) 

[55] 

(fitted to within 6% error) 

γL = 7 . 25394 × 10 −5 ∗ρL − 9 . 93253 × 10 −4 [56] 

(fitted to within 0.9% error, R 2 = 0.998) 

λe f f = ε
∑ 

i 

w 

S 
i 
λi + ( 1 − ε) λTi 

λH 2 = 44 . 79 + 0 . 4586 ∗ T [57] 

λO 2 = 3 . 36 + 0 . 0759 ∗ T [57] 

λw v = 7 . 23333 + 0 . 085 ∗ T [57] 

μG = y H 2 μH 2 + y O 2 μO 2 + y w v μw v 

μH 2 = μre f 
H 2 

T re f 
H 2 

+ 72 

T + 72 
( 

T 

T re f 
H 2 

) 1 . 5 [ 47 , 48 ] 

μL = 10 −3 ∗
exp { ( K 50 T + K 51 ) C 

2 
KOH + ( K 52 T + K 53 ) C KOH + K 54 T 

2 + K 55 T + K 56 } 
[51] 

(fitted to within 7% error) 

μO 2 = μre f 
O 2 

T re f 
O 2 

+ 127 

T + 127 
( 

T 

T re f 
O 2 

) 1 . 5 [ 47 , 48 ] 

μw v = 

−3 . 79625 × 10 −17 ∗P 2 + 1 . 7407 × 10 −11 ∗P + 1 . 08872 × 10 −5 

[58] 

(fitted to within 0.1% error) 

ρi = { H 2 , O 2 } = P M i /RT 

ρL = K 57 + K 58 ( T − 273 . 15 ) + K 59 ( T − 273 . 15 ) 1 . 5 + K 60 C KOH + 

K 61 C KOH ( T − 273 . 15 ) + K 62 C KOH ( T − 273 . 15 ) 2 + K 63 C 
1 . 5 
KOH + 

K 64 C 
1 . 5 
KOH ( T − 273 . 15 ) + K 65 C 

1 . 5 
KOH ( T − 273 . 15 ) 2 

[54] 

ρw v = 5 . 51107 × 10 −6 ∗P + 0 . 037808 [58] 

(fitted to within 0.3% error) 

σ = K 66 T + K 67 T 
2 + K 68 C KOH + K 69 C 

2 
KOH + K 70 T C 

2 
KOH + 

K 71 C 
2 
KOH 

T 
+ 

K 72 C 
3 
KOH + K 73 ( T C KOH ) 

2 

[6] 

Fig. 2. a) Components of the single cell model, including current collectors, PTLs, 

electrodes, inlet/outlet manifolds, and the separator. b) A zoomed depiction of the 

volume mesh of fluid regions near the manifolds. c) The impact of compatibility 

refinement on the backside of a current collector. 

∇ ·
(
ρ̄
(

ˆ v S � ˆ v S 
))

= −∇ 

( 

P −
[

1 + 

( 1 − s ) 
3 μL 

� 

ρG 

s 3 
� 

μG ρL 

]−1 

P 
{ por } 
cap 

) 

I 

+ ∇ · T −
(

R ̂

 v S 
){ por } 

+ ̂

 v S 
∑ 

i 

S i = w,w v (2) 

in which the terms containing the sum of phase change sources 

and sinks 
∑ 

i 

S i = w,w v are equal to zero by nature of mass conserva- 

tion. ρ̄ denotes the volume-weighted average density of the con- 

tinuum, defined as s ρL + ( 1 − s ) 
� 

ρG , with s being the liquid volume 

fraction, or liquid saturation. The use of quantity-weighted aver- 

ages 
� 

ρG and 

� 

μG is an approximation that lessens operations and 

has little to no effect on the solution. In Eq. 2 , the scalar variables 

P and μ represent pressure and dynamic viscosity, respectively, 

while the tensor quantities I , T , and R are the identity matrix, 

stress tensor, and viscous resistance tensor, respectively. The factor 

preceding the capillary pressure P 
{ por } 
cap was derived from Eqs. 3 - 5 , 
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12 , and 16 in Wang and Beckermann [26] . P 
{ por } 
cap was a function 

of the surface tension γ , contact angle θ , permeability κ , ε, and s 

using the Leverett function J{ s } [ 25 , 27 , 41 ]. 

P 
{ por } 
cap = γ cos { θ} √ 

ε/κ J { s } (3) 

J{ s } is provided in Table 3 . R was defined as a sum of parallel 

resistances [26] , with the relative permeability of the liquid and 

gas phases set to s 3 and ( 1 − s ) 3 , respectively: 

R = 

1 

κ

[
s 3 

μL 

+ 

( 1 − s ) 
3 

� 

μG 

]−1 

I (4) 

The feed velocity was specified at the anode and cathode inlets 

based on the volumetric flow rate Q and the cross-sectional area 

A 

{ ina,inc } = 9.08 cm 

2 while pressure was specified at the outlets: [ 
ρ̄
(

ˆ v S · ξ { ima,imc } 
)] { ina,inc } 

= ρL 

( 

10 

−3 

[
m 

3 

L 

]
∗ 1 

60 

[
min 

s 

]
∗

Q 

[
L 

min 

]
A 

{ ina,inc } [ m 

2 ] 

) 

(5) 

P { outa,outc } = 101 , 325 P a (6) 

Laminar flow was assumed in this model, which was applicable 

to flow within the porous media. Because turbulence can still ex- 

ist in the inlet and outlet manifolds, the laminar flow assumption 

may lead to lower computed pressure drops from inlet to outlet 

and possibly some degree of deviation from the actual flow distri- 

bution. This is mentioned again where applicable, and turbulence 

will be considered in further studies to understand its effect on 

performance. 

Species conservation is given in Eq. 7 , 

∇ ·
(
ρ̄w 

S 
i ̂  v 

)
= −

{ por } 
∫ 

b 

∇ ·
(
ρ̄D i − j ∇w 

S 
i 

)
+ S i = w,w v (7) 

in which w 

S 
i 

is the superficial mass fraction of species i , b is the 

Bruggeman exponent, and D i − j is the binary diffusivity of i in j. 

The left-hand side of Eq. 7 is the convective term and the first term 

on the right-hand side represents the divergence of diffusive flux 

relative to the mass-average superficial velocity. S w v is the water 

evaporation rate, which is given by: 

S w v = −S w 

= min 

{
s ρL , ( 1 − s ) 

� 

ρG ( w w v ,sat − w w v ) 
}

(8) 

The mass fraction of the liquid phase was set to 1 at the in- 

lets and, in case of any reverse flow, the outlets. At the electrodes, 

boundary normal species fluxes n i were specified for the electro- 

chemical reaction in Eq. 9 and crossover in Eqs. 10 and 11 , with 

positive values denoting local generation and negative values de- 

noting local consumption: 

n 

rxn 
i = νi M i /F ∗

(
i · ξ { sep,c } 

){ a,c } 
(9) 

n 

co, { a,c } 
i = H 2 , O 2 = { + , −} C { c,a } i,sat 

M i 

[
∫ { sep } 
τ { sep } D i −KOH 

�P i 
L { sep } 

+ P 
{ c,a } 
H 2 , O 2 

(
κ { sep } �( P − P cap ) 

μL L { sep } + 

n d M w 

ρL F 

(
i · ξ { sep,c } 

){ a,c } )]
(10) 

n 

co, { a,c } 
w 

= { + , −} κ
{ sep } ρL �( P − P cap ) 

μL L { sep } + 

n d M w 

F 

(
i · ξ { sep,c } 

){ a,c } 
(11) 

In Eq. 9 , νi is the stoichiometric coefficient of i , normalized such 

that νe − = 1 . M i is molecular mass, F is Faraday’s constant, and 

( i · ξ{ sep,c } 
) { a,c } is the through-plane component of the current den- 

sity at either the anode or cathode. Eq. 10 applied the methodol- 

ogy and findings from Schalenbach et al. [28] to calculate the mass 

fluxes of hydrogen and oxygen across the separator. Here, τ { sep } 
and L { sep } are the tortuosity and thickness of the separator, respec- 

tively, and C i,sat is the solubility of i . The difference in the brack- 

eted expressions on the right-hand sides of Eqs. 10 and 11 across 

the separator determined the fluxes of species due to diffusion and 

convection. The { + , −} indicates the sign of the first term on the 

right-hand sides of these equations at the corresponding electrode. 

These terms are positive at the anode and negative at the cath- 

ode. The terms containing the electroosmotic drag coefficient n d 
represented fluxes due to electroosmotic drag. Bubbling was ne- 

glected, so water vapor flux was neglected because this assumption 

required water to be in the liquid phase in order to cross over. 

The conservation of charge was applied to all regions, with σ
being the conductivity and E the potential, 

∇ · i = −( 1 − ∫ ) { por } b ∇ · ( σ∇E ) = 0 (12) 

and the following boundary conditions were set at the terminals in 

Eq. 13 , anode interface in Eq. 14 , and cathode interface in Eq. 15: [
E { + } , E { −} ] = [ E cell , 0 ] (13) (
i · ξ { sep } 

){ a } 
= 

(
E 

{ a } 
− − E 

{ a } 
+ 

)
/R 

{ a } 
tk 

(14) (
i · ξ { c } 

){ c } 
= 

(
E 

{ c } 
− − E 

{ c } 
+ 

)
/R 

{ c } 
tk 

(15) 

The area-specific thermodynamic and kinetic resistance at the 

electrode interfaces, R 
{ a,c } 
tk 

, is determined using a stabilization pro- 

cedure that reinforces Eq. 12 when used in conjunction with the 

built-in potential solver. This will be described in “Electrochemi- 

cal Reaction Equations.” To prevent potential solver divergence, we 

used an additional boundary condition to insulate the manifold 

walls from the current collectors: 

R 

{ ccma,ccmc } 
�

= 10 

20 (16) 

Eq. 17 , which includes terms for conduction in all regions, con- 

vection, and viscous stress heating in fluid regions, ohmic heating 

in the separator, and evaporative cooling in porous media, was ap- 

plied to the entire domain with applicable terms and factors for 

each region, 

∇ ·
(
ρ̄ ˆ h ̂

 v S 
){ f } 

= −∇ ·
(
λe f f ∇T 

)
+ ∇ ·

(
T ·̂ v S 

){ f } 

+ ( i · ∇E ) 
{ sep } − h 

v ap 
w 

S w v (17) 

in which h was the specific enthalpy and λe f f was the effec- 

tive thermal conductivity of the region. Heat fluxes were specified 

at inlets, outlets, electrode boundaries, and outer surfaces of the 

plates: (
q · ξ { man } 

){ io } 
= 

(
ρ̄ ˆ h 

(
ˆ v S · ξ { man } 

)){ io } 
(18) 

(
q · ξ { a,c } 

){ a,c } 
= 

(
i · ξ { a,c } 

)(
E 

{ a,c } 
{ −, + } − E 

{ a,c } 
tn 

)
−

∑ 

i 	 = w v 

c P,i n 

co 
i 

(
T − T { ∞ } ) + ∇ ·

(
ˆ λ∇T 

){ sep } 
(19) 

(
q · ξ { ∞ } 

){ cc∞ } 
= U 

(
T − T { ∞ } ) (20) 

In Eq. 19 , E tn is the thermoneutral potential, assumed to be con- 

stant. c P, i is the specific constant-pressure heat capacity of i . The 

parameter U in Eq. 20 is the convective heat transfer coefficient. 
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2.4. Electrochemical reaction equations 

Despite the significant thickness of the porous electrode, it was 

assumed that the reaction occurred entirely at the interface be- 

tween the porous electrode and the separator. This simplifying as- 

sumption was valid for three reasons. First, in any porous elec- 

trode, the reaction always favors the separator because the mag- 

nitude of the resistance overpotential is lowest there. Second, the 

high capillary diffusivity led to very uniform through-plane liquid 

saturation profiles, so the relative electroactive area of the elec- 

trodes could be set equal to the liquid saturation at the ESI in ki- 

netics equations. Finally, any solution resistance in the porous elec- 

trode regions was compensated by an additional area-specific re- 

sistance specified at the ESI. 

The Nernst equation was used to estimate the equilibrium re- 

duction potentials at the anode and cathode, respectively as fol- 

lows: 

E red 
eq ,a = E ◦eq ,a −

RT 

F 
ln 

{ ∏ 

i = { w,OH −,O 2 } 
a 

−νi,a 

i 

} 

(21) 

E red 
eq ,c = E ◦eq ,c −

RT 

F 
ln 

{ ∏ 

i = { w,OH −,H 2 } 
a 
νi,c 

i 

} 

(22) 

in which νi is defined as the stoichiometric coefficient of compo- 

nent i in the gas evolution reaction. The activities of species were 

calculated using Eqs. 23 through 25: 

a i = { H 2 , O 2 } = 

y i P 

101325 

(23) 

a w 

= P w 

/P ∗w,sat (24) 

a O H − = Y ±,m 

m KOH (25) 

A stabilization procedure was applied to each ESI. The purpose 

was to compute local boundary resistances that would not inter- 

fere with the potential solver solution. First, an initial thermody- 

namic and kinetic potential drop �E 
init{ a,c } 
tk 

was defined as the non- 

ohmic component of the total potential drop, 

�E 
init, { a,c } 
tk 

= E 
{ a,c } 
+ − E 

{ a,c } 
− + 

(
i · ξ { sep,c } 

){ a,c } 
R esi (26) 

for which E 
{ a,c } 
+ and E 

{ a,c } 
− are extracted from the solution from the 

current iteration. R esi is a constant value specified to account for 

resistance at the ESI due to gas bubbles and electrolyte resistance 

within the porous electrodes. To reinforce the condition ∇ · i = 0 , 

we set an apparent resistance R app constant: 

R app = 

E cell + �E 
init { a,c } 
tk 

i 
(27) 

Next, activation overpotentials are defined from the potential 

drop as 

η{ a,c } = { + , −} 
(
−�E 

old, { a,c } 
tk 

+ E red 
eq, { a,c } 

)
(28) 

and the overpotentials are used in the concentration dependent 

Tafel approximations in Eqs. 29 and 30 , valid for E cell > 1 . 4 V , (
i · ξ { sep } 

){ a } 
= i re f 

0 , a 
s 

C O H −

4 . 5 [ M ] 
exp 

{ 

αa F ηa 

T 

} 

(29) 

(
i · ξ { c } 

){ c } 
= i re f 

0 ,c 
sa 2 w 

exp 

{ −αc F ηc 

RT 

} 

(30) 

The above equations for current density are only guesses be- 

cause while we possess a value for �E tk , we do not yet know 

what the value should be. If we base R tk on these guesses, we 

will change R app and cause the condition ∇ · i 	 = 0 , leading subse- 

quently to run-away overcompensation and divergence of the po- 

tential solver. To find �E 
new, { a,c } 
tk 

, we need to set a constraint that 

minimizes a residual Y ; specifically, we desire the interfacial cur- 

rent to be equal to the current in the remainder of the cell: 

Y = 

(
i · ξ { sep,c } 

){ a,c } 
− E cell + �E 

init { a,c } 
tk 

R app 
(31) 

So, we use a modified Newton-Raphson procedure with an 

under-relaxation factor of 0.9 to improve the guess for �E 
new, { a,c } 
tk 

over a number of sub-iterations until a sufficiently small Y is 

achieved, 

�E 
new, { a,c } 
tk 

= �E 
old, { a,c } 
tk 

− 0 . 9 ∗ Y/ 

( 

∂Y 

∂�E 
old, { a,c } 
tk 

) 

(32) 

and finally calculate the stabilized R tk , 

R 

{ a,c } 
tk 

= − �E 
new, { a,c } 
tk (

i · ξ { sep,c } 
){ a,c } (33) 

2.5. Neutral species transport 

In all fluid regions, the diffusivity of gas species i through j was 

a function of temperature, pressure, and liquid saturation, with ref- 

erence values provided by Marrero [42] , 

D i − j = ( 1 − s ) 
b D 

re f 

i − j 

( 

P re f 

i − j 

P 

) ( 

T 

T re f 

i − j 

) 1 . 75 

(34) 

The phase diffusivity of the solution through the gas phase and 

vice versa was defined within the porous media as follows, with s 3 

as the relative permeability [43] : 

D 

{ por } 
L−G 

= − s 3 κ

μL 

γ cos 
{
θ
}√ 

ε/ κ
dJ 

ds 
(35) 

while in the manifolds, the phase diffusivity was based on the 

Schmidt number, which was assumed to be 100. 

D 

{ man } 
L−G 

= μ̄/ ( ̄ρN Sc ) (36) 

Hydrogen diffusivity and solubility was obtained from Schalen- 

bach et al. [28] Eqs. 37 and 38 were fitted to make their relation- 

ships continuous with KOH mass fraction: 

D H 2 −KOH = 10 

−5 ( K 1 exp { K 2 w KOH } + K 3 ) 

∗ exp 

{
− ( K 4 exp { K 5 w KOH } + K 6 ) 

10 

20 k B T 

}
(37) 

C H 2 , sat = 10 

−8 ∗ max 
{

K 7 w 

K 8 w KOH + K 9 
KOH 

, 0 . 2 

}
∗ exp 

{
−max { K 10 ln { w KOH } + K 11 , −0 . 51 } 

10 

20 k B T 

}
(38) 

The pre-exponential factors in Eqs. 37 and 38 agree to within 

11% and 3%, respectively, while the activation energies agree to 

within 5% and 2%, respectively, at KOH weight fractions greater 

than 0.2. The diffusivity and solubility of oxygen in KOH solution 

was obtained from Tham et al. [44] and Davis et al. [45] , respec- 

tively. The data from these authors was fitted using Eqs. 39 and 

40: 

D O 2 −KOH = 10 

−9 exp 

{ 

K 12 

T 
+ K 13 C 

2 
KOH + K 14 C KOH + K 15 

} 

(39) 

C O 2 ,sat = 1 ̂

 0 

{
−5 + log 

{
K 16 T 

K 17 

}
+ ( K 18 T + K 19 ) C KOH 

}
(40) 
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Eq. 39 is a rough fit that estimates ln { D O 2 −KOH } to within 20%. 

There is room for improvement, but it is beyond the scope of this 

work. An additional experimental study would be quite helpful in 

this regard. The oxygen solubility in Eq. 40 is accurate to within 2% 

in the temperature and concentration range of this study. 

2.6. Charged species transport 

If the reaction is confined to the ESI, as justified in “Electro- 

chemical Reaction Equations,” there is a negligible change in po- 

tential within the electrode. Therefore, we neglected the mobil- 

ity term in the Nernst-Planck equation. The ion diffusivity was set 

equal to the phase diffusivity from Eqs. 35 and 36 , which was 

many orders of magnitude greater than the mean diffusivity of 

KOH in solution, allowing us to neglect the latter. Due to the trans- 

port equations being on the basis of superficial compositions, a su- 

perficial ion diffusivity was specified, 

D 

S 
KOH −L = 

D L−G 

s 

(
1 − C KOH ‖∇s ‖ 

‖∇C S 
KOH 

‖ 

)
(41) 

which is valid when ∇s and ∇C S 
KOH 

point in the same direction. 

This is assumed to be the case because C S 
KOH 

is defined as s C KOH 

and is therefore proportional to s . 

Charged species transport in the separator was neglected in this 

work because we are not yet sure if it is necessary to model a 

change in concentration under the set operating conditions. The 

charged species transport model will be used to determine if there 

are appreciable changes in KOH concentration within the elec- 

trodes and PTLs before considering a separator transport model. 

2.7. CFD solution method 

Siemens Simcenter Star-CCM + 2020.1.1 Build 15.02.009 was 

used to solve the governing equations using the finite volume 

method. The SIMPLE algorithm was applied with Gauss-Seidel re- 

laxation. Conjugate gradient acceleration was applied to the pres- 

sure solver. Final under-relaxation factors of 0.7, 0.3, 0.995, 0.995, 

0.995, 0.9995, and 1.0 were set for the velocity, pressure, neutral 

species, charged species, fluid energy, solid energy, and potential 

solvers, respectively. A flow solution with no reaction was obtained 

prior to initiating the other solvers. The potential solver was acti- 

vated second, with the solution occurring in four stages: 

1) A 0-dimensional (0D) model was used to determine constant 

values of interfacial resistance, including R esi and R tk , at the an- 

ode and cathode, which were used for tens of iterations. 

2) The Newton-Raphson-stabilized electrochemical reaction model 

described in “Electrochemical Reaction Equations” was allowed 

to compute new local values for interfacial resistance. 

3) The charged species solver was ramped from 0 over 100 iter- 

ations to solve for the concentration of KOH in the channels, 

PTLs, and electrodes. 

4) At the end of the charged species solver ramp, the neutral 

species and energy solvers were ramped from 0 over 300 iter- 

ations. Compressibility, gas and solution crossover, and gas dif- 

fusion limitations due to the presence of the liquid phase were 

not considered until well after a stable solution was obtained. 

Thereafter, convergence was said to be achieved after the resid- 

uals stabilized and the current density varied by less than 10 A 

m 

−2 in 10 0 0 iterations at a slowing rate. 

Simulations were conducted with several sets of operating con- 

ditions, which are listed in Table 4 . 

Table 4 

Operating Conditions 

Series Case Cell Potential Anode Feed Rate Cathode Feed Rate 

(V) (L min −1 ) (L min −1 ) 

A 1 1.6 8.107 8.107 

2 1.8 8.107 8.107 

3 2.0 8.107 8.107 

4 2.2 8.107 8.107 

5 2.4 8.107 8.107 

B 1 2.4 2.027 2.027 

Fig. 3. Comparison of polarization curves collected during experiments and sim- 

ulations under Series A operating conditions. The simulated polarization curve is 

decomposed to show the potential components. The insert shows a relative error in 

current density not exceeding 5%. 

3. Results and discussion 

3.1. Cell performance 

The validation of simulated performance is provided in the po- 

larization curves in Fig. 3 . The deviations in model current den- 

sity from experimental values were no more than 5% from 1.6 to 

2.4 V at 80 °C with 1 atm balanced pressure setpoints and a solu- 

tion feed rate of 11.1 mL min 

−1 cm 

−2 to each the anode and cath- 

ode. Current distributions are shown in Fig. 4 a. The absolute non- 

uniformity of these distributions increases with increasing cur- 

rent density as expected. Current density is lowest in the region 

near the anode inlet and cathode outlet. This is well explained by 

Fig. 4 b, which indicates that the highest gas volume fraction of up 

to 0.6 is located in this region. The presence of the gas phase im- 

pacts electrode kinetics by preventing the utilization of all active 

sites. The gas volume fraction is highest near the cathode outlet 

– as opposed to the anode outlet – because of the reaction sto- 

ichiometry, which leads to twice as many moles of hydrogen as 

moles of oxygen. 

3.2. Local solution properties 

The concentration of the KOH solution is an important variable, 

given its role in calculating exchange current density and conduc- 

tivity. In these simulations, as explained previously, we wished to 

maintain a constant value for solution concentration in the separa- 

tor and, via this work, determine whether a detailed ion transport 

model is required for the separator. Additionally, we set a constant 

value for the ESI resistance. Therefore, the local concentration was 
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Fig. 4. a) Current density distributions for Series A operating conditions. The color 

bar scales are the same size at different magnitudes so that the increase in non- 

uniformity can be observed with an increase in cell potential. b) Gas volume frac- 

tion distributions at the anodic ESI (left) and the cathodic ESI (right) for Case A-5. 

assumed not to impact cell performance. However, the concentra- 

tion distributions were studied in order to motivate further study 

of ion transport. 

Fig. 5 a presents the KOH concentration distributions at the an- 

ode and cathode. Even at a considerably high flow rate of 8.107 

L min 

−1 per half-cell, there is a significant variation in local KOH 

concentration. At the anode, the concentration decreases from inlet 

to outlet as water is produced in the OER. At the cathode, concen- 

tration increases from inlet to outlet as water is consumed in the 

HER. Due to the countercurrent configuration, this results in low 

KOH concentration on both sides of the separator near the anode 

outlet and cathode inlet. Consequently, the separator concentration 

should also decrease from the inlet concentration in this region, 

which would increase the cell resistance. Fig. 5 b plots the average, 

minimum, and maximum KOH concentrations in the electrode and 

PTL regions versus average current density for Series A. Generally, 

the cathode concentration is higher than that of the anode, which 

is due to water production at the anode and water consumption at 

the cathode. According to the graph, if we modeled ion transport 

in the separator, KOH would generally diffuse from the cathode to 

the anode. However, a higher concentration of KOH at the cathode 

would not necessarily lead to net flux toward the anode if the so- 

lution undergoes convection from the anode to the cathode. This 

phenomenon has been experimentally observed by others [ 18 , 29 ] 

and is predicted by our model to happen locally in our geometry, 

especially at low current density. More on solution transport will 

be discussed in a later section. Fig. 5 c shows that the deviation of 

the local solution conductivity from the average separator conduc- 

tivity can be as high as 4% under Series A operating conditions. The 

Fig. 5. a) The KOH concentration distribution at the anodic ESI (left) and the ca- 

thodic ESI (right) for Case A-5. b) Effect of current density on the minimum, max- 

imum, and average KOH concentrations in the anodic and cathodic electrode and 

PTL regions. The average KOH concentrations are represented by the hollow points. 

c) The maximum and minimum percent deviations of conductivity in the electrodes 

and PTLs from the conductivity of the separator. The separator conductivity was a 

function only of temperature because its KOH concentration was fixed. 

concentration distributions rationalize the development of a sepa- 

rator transport model and an ESI model for 3D simulations. 

Changes in concentration of the magnitudes computed in the 

model could impact fluid flow. The liquid viscosity at the cathode 

varied from 8.2e-4 Pa s at the cell inlet to about 1e-3 Pa s in the 

area with the highest concentration. This may have played a minor 

role in exacerbating the issue of low local current density in the 

region with high gas volume fraction by increasing the resistance 

to flow. 

3.3. Undesired crossover of gases 

In this work, hydrogen and oxygen gases were assumed to 

travel through the separator via two mechanisms: diffusion and 

convection of dissolved species. Bubbling was not considered due 

to total pressures being below the bubble point of the Zirfon® sep- 

arator. Therefore, the local flux of gases depended strongly on the 

direction of solution flow. Solution transport was governed by liq- 

uid pressure drop and electroosmotic drag, which could either be 

cooperating or competing factors. The liquid pressure was depen- 

dent on two factors – the liquid saturation and the feed rate –

while electroosmotic drag depended only on current density. 

Fig. 6 shows how the direction of solution flow across the sep- 

arator is affected by operating conditions. Consider Case A-1 oper- 

ating conditions. The pressure drop from inlet to outlet was high 

and the current density was very low. Consequently, capillary ac- 

tion and electroosmotic drag contributed minimally to transport. 

The DLP was influenced primarily by the pressure drops from in- 

let to outlet as a result of the high solution feed rate. The solution 
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Fig. 6. Anodic and cathodic liquid pressure distributions and flux vectors representing the flow of electrolyte and dissolved gases through the separator in Cases A-1, A-5, 

and B-1. The anode is outlined in red while the cathode is outlined in black. In the liquid pressure distributions, red indicates high liquid pressure while blue indicates low 

liquid pressure. Gray, blue, and red vectors indicate fluxes of hydrogen, electrolyte, and oxygen, respectively. 

travelled in the + z direction near the anode inlet and the -z direc- 

tion near the cathode inlet. For Case A-5, the high gas evolution 

rate resulted in higher pressure drops. Again, capillary action was 

a miniscule factor of DLP compared to pressure drops. Liquid pres- 

sure was always higher in the cathode than in the anode despite 

higher liquid saturations existing in the anode. This was due to 

the higher volume of gas production in the cathode, the effects of 

which are more prominent at high current densities. Additionally, 

electroosmotic drag of water from cathode to anode was a greater 

factor than in Case A-1. Ultimately, solution travelled only in the -z 

direction. For Case B-1, the pressure drops decreased in both sides 

of the cell due to the lower feed rate, so the magnitude of the DLP 

decreased significantly. So, while pressure drop was still the domi- 

nating factor, DLP became more sensitive to liquid saturation than 

in Case A-1. Unlike Case A-1, there is no obvious bias in solution 

flow from cathode to anode in Case B-1. 

It is important to note that osmosis was not considered for 

water transport. The variations in concentration suggested by the 

model indicate that osmosis is a possible factor. This would pro- 

mote additional liquid water flux from anode to cathode. This pro- 

vides further rationale for us to include an ion transport model for 

the separator in future work. 

Fig. 6 also shows the effect of solution transport on gas 

crossover. Gas generally travelled in the same direction as the solu- 

tion unless the solution velocity was very low. In Case A-5, oxygen 

crossover was completely suppressed due to the strong convection 

of solution from cathode to anode at all locations. At low solution 

velocity, diffusion flux could dominate over opposing convection 

flux. Note that oxygen crossover in Case B-1 occurs over a larger 

area, with diffusion being the more prominent transport mecha- 

nism in relatively stagnant solution in the middle of the cell. At all 

cell potentials and flow rates, oxygen crossover was more promi- 

nent if the solution moved in the + z direction, while hydrogen 

crossover was more prominent if the solution moved in the -z di- 

rection. In light of this, gas crossover was moderated by limiting 

convective transport through the separator, as seen when compar- 

ing Cases A-1 and B-1. 

Two measures of the extent of gas crossover, the percent of the 

lower flammability limit (%LFL) at the anode and percent hydro- 

gen purity at the cathode, are presented in Fig. 7 . The %LFL was 

calculated from the dry gas composition using a lower flamma- 

bility limit of 4% H 2 in O 2 . The percent hydrogen purity (%H 2 P) 

at the cathode was also calculated on a dry basis. The exponen- 

tial decrease in %LFL with increasing current density is due to the 

increase in gas production, which dilutes crossover products. The 

Fig. 7. The response in the percent flammability limit at the anode outlet and the 

percent hydrogen purity at the cathode outlet for Series A. Percentages are based 

on volume. The data points (approximate) from Trinke et al. [11] are overlayed for 

comparison, corresponding to operation with unmixed electrolyte feed, which was 

consistent with simulation inlet conditions. 

%H 2 P increases with increasing current density for the same rea- 

son. As a measure of sanity, values of %LFL were compared to those 

presented by Trinke et al. [11] for ADWE devices with unmixed 

feed solution. Their experimental data were consistent with our 

simulations, which assumed that the feed was a fixed concentra- 

tion and contained no mixtures of dissolved gases. 

3.4. Demonstrations of diagnostics 

The major advantage of 3D modeling is that local variations in 

variables, some of which may be undesired, can be linked to an 

aspect of the design. In Fig. 8 a, we diagnose the reduction in cur- 

rent density near the cathode outlet. Earlier, we attributed this to 

the high volume fraction of hydrogen gas in that region. This is re- 

ferred to as the “direct cause” in Fig. 8 a. The pressure distribution 

and in-plane velocity vectors allow us to examine the “root cause”

of the high void fraction. There is clearly a path of least resistance 

within which fluid flows toward the outlet, causing an asymmetric 

velocity profile. The low fluid velocity in the problem region is al- 

lowing higher void fractions. This can be resolved by changing the 

geometry of the outlet manifolds, possibly by restricting channels 

closer to the outlet and expanding channels far from the outlet. 
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Fig. 8. a) Diagnostic analysis of a problem area with low current density due to 

high gas volume fraction. The root cause was determined to be associated with the 

flow distribution, which led to stagnation of flow within the problem area. b) Di- 

agnostic analysis of geometric features leading to increased electrolyte velocity, i.e., 

local crossover, in the designated problem areas. The problem areas are color-coded 

for ease of correlation. Liquid pressure differentials, shown on the right, were found 

to exist at extrema in the problem areas. 

Bear in mind that adding a turbulence model may affect the com- 

puted flow distribution by increasing the local effective viscosity in 

regions of the manifolds with high fluid velocities. 

We can also see geometry effects on local crossover. Fig. 8 b il- 

lustrates a diagnostics procedure similar to that in Fig. 8 a. Prob- 

lem areas, i.e., areas with high liquid velocity magnitudes leading 

to high gas crossover, are identified. Then, the local liquid pressure 

distributions are plotted to show that the DLP across the separator 

was at extremes in these problem areas. The problem areas arise 

when inlet and outlet manifold channels overlap, leading to large 

differences in liquid saturation across the separator. This can be re- 

solved by ensuring that there are no overlaps if possible. Of course, 

if gas crossover were insignificant, there would be no need to make 

corrective actions. 

4. Conclusion 

We employed a 3D CFD model to examine liquid saturation, 

concentration, and crossover distributions under different operat- 

ing conditions. Local reductions in current density were linked to 

high void fractions, primarily that of the cathode. We found that 

these high void fractions were attributed to aspects of the geom- 

etry and that the channel design can be altered to prevent those 

conditions. In the absence of an ion transport model for the sepa- 

rator, the results suggested that solution concentrations may vary 

significantly above and below the inlet concentration. This find- 

ing motivates the implementation of a separator transport model. 

The need to specify resistances at the anodic and cathodic ESI 

motivates the modeling of these interfaces. Simulated crossover 

of hydrogen, oxygen, and the solution was investigated. Overall 

crossover was strongly linked to solution feed rate and cell poten- 

tial, and local crossover near the inlets and outlets was attributed 

to the overlapping of the injection and ejection channels. Simula- 

tions such as this one can be utilized to design major components 

of next-generation ADWE devices to maximize their efficiency at 

the desired hydrogen production rate. 

Nomenclature 

Latin 

Symbol Variable Unit Symbol Variable Unit 

A Cross-sectional area S Volumetric source term kg m 

−3 s −1 

a Activity None s Liquid saturation none 

b Bruggeman exponent None T Temperature K 

C Molar concentration M U Convective heat transfer 

coefficient 

W m 

−2 K −1 

c P Constant pressure heat 

capacity 

J kg −1 K −1 v Velocity m s −1 

D Diffusivity m 

2 s −1 w Mass fraction none 

E Potential V x Mole fraction in liquid 

phase 

none 

F Faraday constant C kmol −1 Y Residual current density A m 

−2 

h Specific enthalpy J kg −1 y Mole fraction in gas phase none 

I Identity matrix None 

i Current density A m 

−2 Greek 

i 0 Exchange current density A m 

−2 Symbol Variable Unit 

J Leverett function None α Transfer coefficient none 

K j Parameter j variable γ Surface tension N m 

−1 

k Relative permeability none ε Porosity none 

k B Boltzmann constant J K −1 η Overpotential V 

L Through-plane length M θ Wetting angle rad 

M Molecular weight kg kmol −1 κ Intrinsic permeability m 

2 

( continued on next page ) 
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( continued ) 

m Molal concentration mol kg −1 λ Thermal conductivity W m 

−1 K −1 

N Sc Schmidt number none μ Dynamic viscosity Pa s 

n Boundary normal mass 

flux 

kg m 

−2 s −1 ν Stoichiometric coefficient mol (mol e −) −1 

n d Electroosmotic drag 

coefficient 

mol (mol OH 

−) −1 ξ Inner normal unit vector none 

P Pressure Pa ρ Density kg m 

−3 

Q Volumetric flow rate L min −1 σ Conductivity S m 

−1 

q Heat flux W m 

−2 T Viscous stress tensor kg m 

−1 s −1 

R Resistance � m 

2 τ Tortuosity none 

R Universal gas constant J kmol −1 K −1 Y ±,m Molal activity coefficient none 

R Viscous resistance Pa s m 

−2 

Subscripts 

Symbol Description Symbol Description Symbol Description 

a Anodic w v Water vapor { cc∞ } See Table 1 

app Apparent � Ohmic { ima } See Table 1 

c Cathodic + At the + z side of the 

boundary 

{ imc } See Table 1 

cap Capillary − At the -z side of the 

boundary 

{ ina } See Table 1 

cel l Across or of the cell { inc } See Table 1 

e Of energy Superscripts { io } See Table 1 

e − Electron Symbol Description { man } See Table 1 

e f f Effective co Due to crossover { outa } See Table 1 

eq At equilibrium init Initial guess or condition { outc } See Table 1 

esi Of the effective gap new Value for next 

sub-iteration 

{ por } See Table 1 

G Gas phase old Value from current 

sub-iteration 

{ sep } See Table 1 

H 2 Hydrogen red Reduction reaction { f } See Table 1 

i Of Species i re f At the reference state { + } See Table 1 

i − j Of i moving through j rxn Due to reaction {−} See Table 1 

KOH Potassium hydroxide S Superficial {∞} Environment 

L Liquid phase v ap Of vaporization 

O 2 Oxygen ∗ Pure component Other 

O H − Hydroxide anion ◦ At standard state Symbol Description 

sat At water vapor saturation { a } See Table 1  Phase 

tk Thermodynamic and 

kinetic 

{ c} See Table 1 ϕ̄ Volume- average phi 

tn Thermoneutral { ccma } See Table 1 ˆ ϕ Mass- average phi 

w Water { ccmc } See Table 1 
� 

ϕ Mole- average phi 
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Appendix A 

Derivation of Superficial Diffusivity 

Diffusional transport of species in a continuum containing two 

phases is assumed to be governed by Fick’s Law: 

n 

S 
di f f = −D 

S ∇ C S (A.1) 

The superscript S indicates that the solute is assumed to be dis- 

solved in every species within the continuum. This assumption is 

invalid for a continuum containing two or more phases, so we are 

interested in applying the below equation: 

n di f f = −D ∇C (A.2) 

However, the pseudo-two-phase assumption is employed in the 

model. To obtain the desired species flux, we must use the de- 

sired diffusivity D to calculate a superficial diffusivity D S such that 

n di f f = n 

S 
di f f 

. The definition of the concentration C is as follows: 

C = 

C S 

s 
(A.3) 

in which s is the volume fraction of the solution phase through 

which the species of interest is transported. Substituting Equa- 

tion A.3 into Equation A.2, applying the quotient rule, and setting 

n di f f = n 

S 
di f f 

, we obtain 

D 

S ∇ C S = D 

(
1 

s 
∇ C S − C S 

s 2 
∇s 

)
(A.4) 

Upon simplification, assuming that ∇ C S is co-parallel to ∇s , we 

get the input diffusivity D 

S as a function of the desired diffusivity 

D : 

D 

S = 

D 

s 

(
1 − C‖∇s ‖ 

‖∇ C S ‖ 

)
(A.5) 
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