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POD

POD is a procedure to find a basis for a modal decomposition of an ensemble of signals. Mathematically, this corresponds to finding this basis or set of eigenfunctions in Hilbert space \( L^2 \), which satisfies the following constrained optimization problem:

\[
\max_{\phi \in L^2} \langle (u, \phi) \rangle^2 \quad \text{subject to} \quad \langle \phi, \phi \rangle = 1
\]

where \( u(x) \) is the ensemble of signals and \( \phi(x) \) are the basis functions where \( \phi(x) \in L^2(\Omega) \) and \( x \in \Omega \). \( \langle \cdot, \cdot \rangle \) denotes the time average and \( |\cdot| \) the modulus. The inner product of \( u \) and \( \phi \) in the \( L^2 \) space is defined by \( \langle u, \phi \rangle = \int u(x) \phi^*(x) \, dx \), where the superscript * refers to the complex conjugate of \( \phi(x) \). The constraint imposed on Eq. 1 merely serves to normalize the functions \( \phi(x) \) and thus ensure the uniqueness of the solution. The problem defined in Eq. 1 is equivalent to maximizing the functional

\[
L(\phi, \lambda) = |\langle (u, \phi) \rangle|^2 - \lambda |\langle \phi, \phi \rangle - 1|
\]

where \( \lambda \) is the Lagrange multiplier. Extrema of the functional \( L(\phi, \lambda) \) can be found by setting its Gateaux derivative to zero:

\[
\frac{\partial}{\partial \delta} L(\phi + \delta \phi, \lambda) \bigg|_{\delta = 0} = 0
\]

where \( \delta \) is a real number and \( \psi \) is an arbitrary function in \( L^2 \) space. Solving Eq. 3 leads to

\[
\int_\Omega \langle u(x)*u^*(y) \rangle \phi(y) \, dy = \lambda \phi(x)
\]

The problem defined in Eq. 4 is an infinite dimensional eigenvalue problem. The kernel of the eigenvalue problem is

\[
K(x, y) = \langle u(x)*u^*(y) \rangle, \quad \text{where } x, y \in \Omega
\]

which is positively defined and bounded. \( K(x, y) \) is also known as the two-point correlation tensor. Equation 4 can be rewritten more compactly as

\[
K \phi = \lambda \phi
\]

According to the Hilbert–Schmidt theorem, there exists a diagonal decomposition of kernel \( K(x, y) \) which is given by

\[
K(x, y) = \sum_{i=1}^{\infty} \lambda_i \phi_i(x) \phi_i^*(y)
\]

where \( \phi_i(x) \) and \( \lambda_i \) are the eigenfunction/eigenvalue pair of the kernel \( K \) and \( \lambda_i \geq 0 \). This set of eigenfunctions, \( \{ \phi_i(x) \}_{i=1}^{\infty} \), forms a complete orthonormal basis in \( L^2 \) space. Every member of the ensemble may be reproduced by a modal decomposition using these eigenfunctions.
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The magnitude of the kernel $K$ in some sense denotes the total energy of the dynamic system. We substitute the infinite series expression of the kernel defined in Eq. 7 in the definition of the norm in $L^2$ space. The square norm of $K$ can be determined by

$$
\|K(x,y)\|^2 = \int_0^1 \int_0^1 |K(x,y)|^2 dx dy = \sum_{i=1}^{n} \lambda_i^2
$$

Equation 9 indicates that the total energy of the ensemble is the sum of the square of the eigenvalues of $K$. Every eigenvalue indicates the importance of the corresponding eigenfunction to representation of the ensemble. Consequently, we can sort the eigenvalues/eigenfunction pair by $\lambda_i \geq \lambda_{i+1}$ and choose the first $N$ eigenfunctions to form a subspace $\{\phi_i(x)\}_{i=1}^N$. The projection of the signal $u(x,t)$ of the ensemble onto this subspace is given by

$$
\hat{u}(x,t) = \sum_{i=1}^{N} a_i(t) \phi_i(x)
$$

The optimality of the POD which is verified in Ref. 19 and 24 states that

1. The POD coefficients $a_i(t)$ are uncorrelated, so that $\langle a_i(t) a_j^*(t) \rangle = \delta_{ij} \lambda_i$.
2. The infinite set of functions $\{\phi_i(x)\}_{i=1}^\infty$ is an arbitrary orthonormal set such that $u(x,t) = \sum_{i=1}^{\infty} a_i^* \phi_i(x)$. For every $N$ we have $\sum_{i=1}^N (a_i(t) a_i^*(t)) = \sum_{i=1}^N \lambda_i \phi_i(x)$.

The second statement is the basis for the claim that the POD is optimal for modeling or reconstructing a signal $u(x,t)$. It implies that among all linear decompositions, Eq. 10 is the most compact in the sense that, for a given number of modes $(N)$, the projection on the subspace $\{\phi_i(x)\}_{i=1}^N$ will contain the most “kinetic energy” on average. For convenience, we name the POD coefficients $a_i(t)$ the reduced variables associated with $u(x,t)$ and the elements in the subspace $\phi_i(x)$ the proper orthogonal modes (POMs). For the cases where the analytical solutions for $\phi_i(x)$ cannot be solved from Eq. 6, a numerical scheme is required. A data ensemble $Y$ can be prepared from a set of vector valued signals denoted by $y_j = u(x_j, r(t)) \in \mathbb{R}^m$ from the solution of $u$ evaluated on the $m$ discrete spatial node points $x_j$ at the $j$th time step $(r)$ and is an $m \times n$ matrix, $Y = [y_1, y_2, \ldots, y_n]$, where $n$ is the total number of time steps. The discrete form of the kernel defined in Eq. 5 is given by

$$
\bar{K} = \frac{1}{n} YY^T
$$

where $Y^T$ is the transpose of $Y$. A singular value decomposition (svd) of the discrete kernel $\bar{K}$ yields

$$
\text{svd}(\bar{K}) = \Phi \Sigma \Phi^T \text{ or } YY^T \Phi = \Phi \Lambda
$$

where $\Lambda = \Sigma/n$. In Eq. 12, $\Phi$ is an $m \times m$ matrix, and $\Sigma$ is an $m \times m$ diagonal matrix. The nonzero diagonal elements in $\Sigma$ are on the order of $\sigma_1 \gg \sigma_2, \ldots, \sigma_m > 0$, where $d = \min(m,n)$ ($\lambda_i = \sigma_i/n$). Column vectors in $\Phi$ form an orthonormal basis and are the POMs in $\mathbb{R}^m$ space.

The diagonal decomposition defined in Eq. 12 is an $m$-order eigenvalue problem. If the number of spatial node points is large, it is difficult to determine the POMs by solving Eq. 12. If $m > n$ (for instance, in the pseudo-two-dimensional (2D) diffusion equation of the lithium-ion battery model, $m = 5000$ and $n$ is about tens to hundreds), it is more convenient to convert the $m$-order eigenproblem to an $n$-order eigenproblem if the number of time steps $n$ is much less than $m$. The method of snapshots provides an efficient way to conduct this conversion. The solution for the signal at each time step is arranged as a vector and named a snapshot. The ensemble $Y$ is a collection of these snapshots. The main idea of the method of snapshots is that the POMs are the linear combination of the snapshots

$$
\Phi = YA
$$

where $A$ is the eigenvectors of transformation $Y^T Y$. Finally, the POMs are determined by normalizing the column vector $\phi_i$ of $\Phi$ by its norm

$$
\phi_i = \frac{\phi_i}{\|\phi_i\|}, \quad j = 1, \ldots, n
$$

**POD-based ROM**

The POD-based ROM can be derived from a physics-based model, which consists of a set of partial (temporal-spatial) differential equations, by the following five steps:

1. Formulate the discrete model (rigorous model) using a spatial discretization method for the physical model. The resulting system of differential and algebraic equations (DAEs) is referred to as the rigorous model.
2. Solve the rigorous model and sample the solution at a given rate to form a data ensemble $Y$. Decompose the discrete kernel, $\bar{K}$, constructed from the data ensemble, $Y$, using singular value decomposition method. The POMs, $\phi_i(x)$, are the resulting eigenvectors which are sorted in a manner such that the corresponding eigenvalues are in a nonincreasing order.
3. Chose the first $N$ POMs $\phi_i(x)$ to form a subspace. Approximate the discrete field variables in the rigorous model by the linear combination of the first $N$ of the POMs, each of which is multiplied by a time-dependent reduced variable, $a_i(t)$.
4. Substitute the approximation of the state variables into the rigorous model, and project the resulting system onto the subspace to obtain the ROM.
5. Solve the ROM for the reduced variables. Reconstruct the original discrete field variables by using step 3 again.

We illustrate the procedure to derive the POD-based ROM by considering lithium-ion diffusion in a spherical particle. The governing equation for lithium-ion diffusion in a spherical particle is given by the second Fick’s law

$$
\frac{\partial c_i(r,t)}{\partial t} = D_i \frac{\partial}{\partial r} \left( r \frac{\partial c_i(r,t)}{\partial r} \right)
$$

with the boundary conditions

$$
-D_i \frac{\partial c_i(r,t)}{\partial r} \bigg|_{r=R} = 0
$$

and the initial condition

$$
c_i(r,0) = c_{i,0}
$$

where $D_i$ is the diffusion coefficient of lithium ion in the solid phase, $R$ is the radius of the particle, and $j(t)$ is the pore-wall flux of the lithium ions. The discrete model is derived using the finite-volume method. The geometry is partitioned uniformly into $m$ finite volumes as shown in Fig. 1. Every finite volume is enclosed by two surfaces symbolized by $w$ on the west side and $e$ on the east side, respectively. Every node point is located at the center of the corresponding volume element. The node point of interest is assigned a capital letter $P$; node point $W$ is the left neighbor of $P$ and node point
E is the right neighbor. The size of the Pth control volume is represented by \( h_P \), \( c_{s,P} \) is the concentration at node point P, and \( c_{s,L} \) and \( c_{s,R} \) are the concentrations on the left and right boundary, respectively. The discrete model is obtained from Eq. 16-19.

\[
\begin{align*}
\frac{dc_{s,P}}{dt} &= \frac{D_{s,E}}{2} \left( \frac{r^2}{h_P^2} (c_{s,E} - c_{s,P}) \right), \\
\frac{dc_{s,W}}{dt} &= \frac{D_{s,E}}{2} \left( \frac{r^2}{h_P^2} (c_{s,E} - c_{s,W}) \right), \\
\frac{dc_{s,0}}{dt} &= -\frac{r^2}{h_P^2} j(t) \left( \frac{r^2}{h_P^2} (c_{s,0} - c_{s,E}) \right), \\
\end{align*}
\]

where \( W = P - 1 \), \( E = P + 1 \), and the locations of \( r_e \), \( r_r \), and \( r_p \) are shown in Fig. 1. Equation 20 can be written in the matrix notation as

\[
\hat{\dot{C}} = A \cdot C + bj(t)
\]

\[
C(0) = \left[ c_{s,0}, \ldots, c_{s,0} \right]^T
\]

where \( C = [c_{s,1}, c_{s,2}, \ldots, c_{s,m}]^T \) and \( b = [0 \ldots -r^2/(h_P^2)]^T \). The concentrations on the boundaries can be obtained after solving Eq. 20 from the discretized boundary conditions by means of the three-point forward finite-difference approximation for the concentration derivative on the left end and three-point backward finite difference on the right end, respectively, and given by

\[
c_{s,L} = \frac{l_2^2 c_{s,1} - l_1^2 c_{s,2}}{(l_2^2 - l_1^2)} \quad \text{and} \quad c_{s,R} = -\frac{l_1 l_2 (l_2 - l_1) j(t)/(a_e F) + D_{s,E} l_2^2 c_{s,m} - D_{s,E} l_1^2 c_{s,m-1}}{D_{s,E} (l_2^2 - l_1^2)}
\]

In Eq. 22, the values for \( l_1 \) and \( l_2 \) are defined in Fig. 1.

Next, the discrete model with the constant flux on the surface, \( j(t) = j_0/(a_e F) \), is defined in Eq. 20 in the time range 0–1000 s based on the values of the model parameters given in Table I. The solution is used to generate the data ensemble \( Y \) by creating 100 rows (one row for each node point) and 201 columns (each column at 5 s intervals starting at 0 s). The POMs are calculated using Eq. 12 and the first seven vector-valued POMs \( \Phi_i(r) \) are plotted in Fig. 2.

The importance of each POM to the system is denoted by the value of the corresponding eigenvalue. The POMs obtained by svd

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_s )</td>
<td>( 1.74 \times 10^6 )</td>
<td>m(^{-1} )</td>
</tr>
<tr>
<td>( c_{i,0} )</td>
<td>4640.0</td>
<td>mol/m(^3 )</td>
</tr>
<tr>
<td>( D_s )</td>
<td>( 2.0 \times 10^{-16} )</td>
<td>m(^2)/s</td>
</tr>
<tr>
<td>( h_P )</td>
<td>( R/m )</td>
<td></td>
</tr>
<tr>
<td>( l_0 )</td>
<td>( 1.334 \times 10^1 )</td>
<td>A/m(^3 )</td>
</tr>
<tr>
<td>( l_1 )</td>
<td>0.5( h_P )</td>
<td>m</td>
</tr>
<tr>
<td>( l_2 )</td>
<td>1.5h_P</td>
<td>m</td>
</tr>
<tr>
<td>( m )</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>( n )</td>
<td>201</td>
<td></td>
</tr>
<tr>
<td>( R_\gamma )</td>
<td>( 1.0 \times 10^{-6} )</td>
<td>m</td>
</tr>
</tbody>
</table>

\[ \text{Parameter Value Unit} \]

The theoretical criterion to determine the value of \( \lambda_i \) consists of the first \( N \) POMs and \( \Phi_i(r) \) is defined in Eq. 23 back into Eq. 21, we obtain

\[
\Phi_i \approx \sum_{i=1}^{N} \frac{\lambda_i}{\sum_{i=1}^{N} \lambda_i} \Phi_{i}(r)
\]

In Eq. 25, there are 100 equations and \( N \) unknowns. We project this overdetermined system onto the subspace \( \Phi \) to obtain the ROM with \( N \) dimensions.
The simulation results of the ROM are compared to those of the rigorous model at 0, 250, 750, and 1000 s. Figure 4 shows that the ROM agrees well with the rigorous model.

To derive the above ROM, the orthonormality of the POMs is applied implicitly. The initial conditions for the ROM are determined by

$$\dot{\mathbf{q}} = \Phi^T A \Phi \mathbf{q} + \Phi^T \mathbf{b}(t)$$

[26]

Equations 26 and 27 can be solved for \( \mathbf{q} \) using an ordinary differential equations solver. The values of the concentration at the node points are obtained by substituting the values of the reduced variables \( \mathbf{q} \) into the approximation defined in Eq. 23. In our simple linear problem, the coefficient matrices \( A \) and \( \mathbf{b} \) in Eq. 26 are independent of time and concentration.

The simulation results of the ROM are compared to those of the rigorous model with the pore wall flux of the lithium ions \( j(t) = I_0(\alpha,F) \) at the five particular times of 0, 250, 750, and 1000 s, and are presented in Fig. 4. The POMs used in formulating the ROM are extracted from the data ensemble obtained by solving the rigorous model under the same conditions. Figure 4 shows that the ROM agrees well with the rigorous model.

Applications of the POD-based ROM for Lithium-Ion Battery

The schematic of the LiMnO_2-carbon battery is shown in Fig. 5. From left to right, the components of the battery are aluminum current collector, LiMnO_2 positive electrode, separator, carbon negative electrode, and copper current collector. There are four interfaces involved, and these are located at \( x = 0 \), \( x = L_p \), \( x = L_s \), \( x = L_n \), and \( x = L_p + L_s + L_n \), respectively. The governing equations (porous electrode model) and related expressions are summarized in Table II. In the full cell model, the particles in solid phase are divided into 50 control volumes, and the regions of positive electrode, separator, and negative electrode are discretized into 100, 70, and 100 control volumes, respectively. On every node point of the \( x \) coordinate, there are 50 + 1 + 3 unknowns (50 unknowns are assigned for concentration of lithium ion in particles, 1 unknown is assigned for concentration on the surface of the particle, and the other 3 unknowns are assigned for concentration in liquid phase, potential in solid phase and potential in liquid phase). This model has been called the pseudo-2D model, because at a particular \( x \) value, diffusion occurs in the solid phase in the \( r \) direction only. Consequently, there are 14,580 equations in our high-order dimensional discrete model. Actually, no solid-phase exists in the separator region, but for numerical simulation convenience, we include...
Table II. Governing equations and expressions of the porous electrode model of the lithium-ion battery.

<table>
<thead>
<tr>
<th>Position</th>
<th>$c_s$</th>
<th>$c_r$</th>
<th>$\Phi_1$</th>
<th>$\Phi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive electrode</td>
<td>$-D_\alpha \frac{\partial \alpha}{\partial x}$</td>
<td>$1$</td>
<td>$-\sigma_{\alpha T} \frac{\partial \alpha}{\partial x}$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$-D_\alpha \frac{\partial \alpha}{\partial x}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$x = L_p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>separator</td>
<td>$-D_\alpha \frac{\partial \alpha}{\partial x}$</td>
<td>$1$</td>
<td>$-\sigma_{\alpha T} \frac{\partial \alpha}{\partial x}$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$-D_\alpha \frac{\partial \alpha}{\partial x}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>Negative electrode</td>
<td>$-D_\alpha \frac{\partial \alpha}{\partial x}$</td>
<td>$1$</td>
<td>$-\sigma_{\alpha T} \frac{\partial \alpha}{\partial x}$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$-D_\alpha \frac{\partial \alpha}{\partial x}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Initial conditions: $c_s(x,0) = c_{s,p}(x)$, $c_r(x,0) = c_{r,s}(x)$

Expressions:

- $U_p = 4.199 + 0.0566 \ln \left(1 - 14.555 x + 8.609 \left(x - 0.0237(0.998 - 0.95 \theta_p) - 1.901 - 0.157 \exp(-0.0474 \theta_p) + 0.810 \exp(-0.40 \theta_p) - 0.134)\right) - 1.157 \exp(-0.0748 \theta_p)$

Equation 24. Consequently, there are 50 equations used in the ROM to solve for the 50 reduced variables. Figure 6a shows the simulated discharge curves at the rate of 0.1, 1, 2, 4, 6, 10, and 20C using this 1C ROM and compared to the results of the rigorous model. The symbols denote the results of ROM, while the solid lines are the results of the rigorous model. The relative errors of the time at the end of discharge of the ROM are listed in Table IV. The ROM matches well (less than 1 mV difference) to the rigorous model at the low-rate, less than 4C, discharge process, it is 1.3% in error at 10C and 25% at 20C.

Considering the behavior of the battery varies significantly from low current rates to high current rates, we include the simulation results of the rigorous model at various rates of discharge which range from 0.1C to 20C in our data ensemble to compute POMs for the state variables. The simulated discharge curves under various ranges from 0.1C to 20C by ROM are plotted in Fig. 6b. The improved ROM agrees well with the rigorous model within the whole computational range of the current rate, and the relatively ending time errors for this improved ROM are summarized in Table IV. The computational time of the ROM for the 1C discharge process is around 1.5 s, but to solve the same problem the rigorous model requires around 10 s on a computer with 2.0 GHz processor and 2.0 GB RAM. We cannot reduce the computational time proportional to the orders reduction of differential/algebraic equations from the rigorous model to ROM, because the coefficient matrix

Table III. Parameters of the model of the lithium-ion battery.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_p$</td>
<td>183</td>
<td>$\mu$m</td>
<td>$c_{s,p,0}$</td>
<td>22,860</td>
<td>$mol/m^3$</td>
</tr>
<tr>
<td>$L_s$</td>
<td>52</td>
<td>$\mu$m</td>
<td>$c_{s,p,0}$</td>
<td>26,390</td>
<td>$mol/m^3$</td>
</tr>
<tr>
<td>$L_m$</td>
<td>100</td>
<td>$\mu$m</td>
<td>$c_{s,p,0}$</td>
<td>3900</td>
<td>$mol/m^3$</td>
</tr>
<tr>
<td>$R_p$</td>
<td>8</td>
<td>$\mu$m</td>
<td>$c_{s,p,0}$</td>
<td>14870</td>
<td>$mol/m^3$</td>
</tr>
<tr>
<td>$R_s$</td>
<td>12.5</td>
<td>$\mu$m</td>
<td>$\sigma_p$</td>
<td>3.8</td>
<td>S/m</td>
</tr>
<tr>
<td>$D_{s,p}$</td>
<td>$1.0 \times 10^{-13}$</td>
<td>m$^2$/s</td>
<td>$\sigma_s$</td>
<td>100</td>
<td>S/m</td>
</tr>
<tr>
<td>$D_{s,m}$</td>
<td>$3.9 \times 10^{-14}$</td>
<td>m$^2$/s</td>
<td>$B_{Brugg}$</td>
<td>1.5</td>
<td>—</td>
</tr>
<tr>
<td>$D_{s,m}$</td>
<td>$7.5 \times 10^{-11}$</td>
<td>m$^2$/s</td>
<td>$B_{Brugg}$</td>
<td>1.5</td>
<td>—</td>
</tr>
<tr>
<td>$\varepsilon_p$</td>
<td>0.444</td>
<td>—</td>
<td>$B_{Brugg}$</td>
<td>1.5</td>
<td>—</td>
</tr>
<tr>
<td>$\varepsilon_s$</td>
<td>1.0</td>
<td>—</td>
<td>$k_p$</td>
<td>$2.334 \times 10^{-11}$</td>
<td>$mol/m^2/(mol/m^3)^{1.5}$</td>
</tr>
<tr>
<td>$\varepsilon_m$</td>
<td>0.357</td>
<td>—</td>
<td>$k_s$</td>
<td>$2.334 \times 10^{-11}$</td>
<td>$mol/m^2/(mol/m^3)^{1.5}$</td>
</tr>
<tr>
<td>$\varepsilon_{s,p}$</td>
<td>0.259</td>
<td>—</td>
<td>$T_{eq}$</td>
<td>0.363</td>
<td>—</td>
</tr>
<tr>
<td>$\varepsilon_{s,m}$</td>
<td>0.172</td>
<td>—</td>
<td>$I$</td>
<td>17.5 (1C rate)</td>
<td>A/m$^2$</td>
</tr>
<tr>
<td>$c_0$</td>
<td>2000</td>
<td>$mol/m^3$</td>
<td>$T$</td>
<td>298</td>
<td>K</td>
</tr>
</tbody>
</table>
In Eq. 26 is evaluated and the state variables are reconstructed at every iteration due to the nonlinear and coupled nature of the system. The lithium-ion concentrations in the liquid phase at the four interfaces mentioned above as functions of time were computed using the ROM and the rigorous model under two different discharge rates, 1C and 10C, and are plotted in Fig.7a and b, respectively. The symbols denote the results of the ROM, while the solid lines are the results of the rigorous model. Figures 7a and b indicate that the ROM captures the dominant properties of the system and agrees well with the rigorous model not only under low rate conditions but also during discharge rates as high as 10C.

The results of cycling simulations are shown in Fig. 8. The battery is discharged first at a 1C rate until 3.0 V, followed by a 1C charge process up to 4.3 V, and then the battery is charged at 4.3 V until the current decreases to 10 mA. At the end of the cycling, the stopping times are 18,291.6 and 18,307.2 s for the rigorous model and the ROM, respectively. Table IV. Relative error of ending time of the ROM.

<table>
<thead>
<tr>
<th>Current rate (C)</th>
<th>Discharge ending time for the rigorous model (s)</th>
<th>Discharge ending-time error for the ROM based on the 1C data ensemble (%)</th>
<th>Discharge ending-time error for the ROM based on the multirates data ensemble (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>35012.0</td>
<td>2.8 × 10⁻⁴</td>
<td>0.09</td>
</tr>
<tr>
<td>1</td>
<td>3073.69</td>
<td>3.0 × 10⁻⁴</td>
<td>0.016</td>
</tr>
<tr>
<td>2</td>
<td>1308.59</td>
<td>0.026</td>
<td>1.5 × 10⁻³</td>
</tr>
<tr>
<td>4</td>
<td>413.462</td>
<td>0.69</td>
<td>0.06</td>
</tr>
<tr>
<td>6</td>
<td>167.701</td>
<td>0.81</td>
<td>0.11</td>
</tr>
<tr>
<td>8</td>
<td>78.9494</td>
<td>0.86</td>
<td>0.06</td>
</tr>
<tr>
<td>10</td>
<td>41.8910</td>
<td>1.30</td>
<td>0.14</td>
</tr>
<tr>
<td>20</td>
<td>2.77001</td>
<td>25.0</td>
<td>1.30</td>
</tr>
</tbody>
</table>
Figure 8. Cell-cycling simulation results based on the ROM (denoted by symbols) compared to results of the rigorous model (denoted by solid lines). (Cell-cycling protocol: 1C discharge to 3.0 V, followed by 1C charge to 4.3 V, and then charge cell holding the cell potential at 4.3 V until the current decreases to 10 mA).

Figure 9. Currents across the individual cells of a battery with four cells in parallel during discharge at the 0.5C rate.

and the improved ROM, respectively, and the relative difference is 0.85%. A major part of this difference arises from the constant-voltage charge step. We could further improve the accuracy of the ROM by including additional high-order simulation results into the snapshot case.

The more-attractive application of ROM is the simulation of battery packs, as the simulation of battery packs using the rigorous model would require significant computation time because the coefficient matrix is no longer banded. If we treat this unbanded matrix as a full matrix in the DAE solver, the computational time increases dramatically. Moreover, the computer resources needed to store the state variables exceed the capacity of the DAE solver on current PCs, which makes it impossible to run battery-pack simulations using the rigorous model. Figure 9 shows the simulated individual currents across four cells in parallel using the improved ROM with 200 reduced variables (50 for each cell). The four cells are identical except for the difference in the initial states of charge and are discharged at 0.5C rate. The values of the initial states of charges are chosen arbitrarily, which illustrates the capability of POD-based ROM to simulate the behavior of a battery pack.

Conclusion

An ROM based on the POD method was introduced for simulations of lithium-ion batteries. By means of POD, the dominant patterns of the system dynamics are extracted and named the POMs, which form an optimal subspace on which the most significant information of the state variables is retained. The POD-based ROM is developed by a two-step approximation of the higher-order model: The first approximation arises from discretizing the infinite dimensional governing equations and the second from the truncation of the number of orthogonal modes. The POD-based ROM of lithium-ion battery saves significantly (a speed-up factor of about 7) on computational time and agrees well with the rigorous model. However, the development of the ROM needs either existing experimental data or simulation results of a higher-order model.
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List of Symbols

- \(a\) reduced variable array
- \(a_s\) specific interfacial area, \(m^2/m^3\)
- \(c_s\) concentration of salt, \(mol/m^3\)
- \(c_e\) concentration of lithium ion in solid, \(mol/m^3\)
- \(D_s\) salt diffusion coefficient, \(m^2/s\)
- \(D_{le}\) diffusion coefficient of lithium ion in solid electrode particles, \(m^2/s\)
- \(F\) Faraday’s constant, \(96,487 C/eq\)
- \(I\) applied current density, \(A/m^2\)
- \(j\) pore-wall flux of lithium ions, \(mol/m^2/s\)
- \(k\) electrochemical reaction rate constant, \(mol/m^2/s/(mol/m^3)^{1.5}\)
- \(L\) thickness of battery component, \(m\)
- \(m\) dimension of the snapshot
- \(n\) number of snapshots
- \(N\) number of POMs in the orthonormal subspace
- \(R_e\) radius of electrode particle, \(m\)
- \(t\) time, \(s\)
- \(T\) temperature, \(K\)
- \(t_c\) transference number of lithium ion
- \(U\) open-circuit potential, \(V\)
- \(V\) battery potential, \(V\)
- \(x\) spatial coordinate
- \(y\) snapshot
- \(\bar{Y}\) ensemble of snapshots
- \(e\) volume fraction of battery component
- \(e_f\) volume fraction of fillers
- \(\lambda\) eigenvalue of YYT
- \(\alpha\) singular value of YYT
- \(\sigma\) electronic conductivity of solid matrix, \(S/m\)
- \(\Phi\) proper orthogonal modes
- \(\Phi_{ps}\) potential in solid, \(V\)
- \(\Phi_{ps}\) potential in salt, \(V\)

Subscripts

- \(0\) initial condition
- \(eff\) efficient
- max maximum
- \(n\) negative electrode
- \(p\) positive electrode
- \(s\) separator

Superscripts

- \(T\) transpose
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