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Spectrally Shaped Generalized MC-DS-CDMA with Dual Band Combining for Increased Diversity

Wenhui Xiong and David W. Matolak, Senior Member, IEEE

Abstract—A new multicarrier spread spectrum modulation scheme is proposed in this paper. This scheme uses sinusoidal chip waveforms to shape the spectrum of each subcarrier of a multicarrier direct sequence spread spectrum (DS-SS) signal. As a result, each subcarrier has two distinct spectral lobes, one a lower sideband (LSB) and the other an upper sideband (USB). By properly selecting the parameters of the sinusoidal chip waveforms, the two sideband signals can be made to undergo independent fading in a dispersive fading channel. These two independently-faded sideband signals, when combined at the receiver, provide diversity gain to the system. Our analysis and simulation results show that by properly selecting the chip waveform parameter and the intersubcarrier frequency separation, the bit error ratio (BER) performance of the proposed scheme is superior to that of the conventional MC-DS-CDMA system in dispersive fading channels. In addition, spectral sidelobes are naturally reduced by our scheme.

Index Terms—Direct sequence spread spectrum, multicarrier.

I. INTRODUCTION

DIRECT sequence spread spectrum (DS-SS) is widely used in both civilian and military applications for its well known advantages, such as multiple access, low probability of interception and resistance to interference [1]. One of the attractive features of DS-SS, when used in a wireless environment, is that the wide signal bandwidth helps the receiver to resolve channel echoes, or multipath. These echoes, when combined in a maximal ratio combining (MRC) fashion, provide the system so-called multipath diversity, which improves system error probability performance.

Recent research has addressed the combination of spread spectrum and multicarrier modulation, resulting in the multicarrier spread spectrum (MC-SS) signaling schemes [2]. There are (at least) three types of multicarrier spread spectrum schemes: MC-CDMA, MC-DS-CDMA, and MT-DS-CDMA. In MC-CDMA [3-5], the spreading is performed “in the frequency domain,” where the chips of the DS spreading signal are transmitted via different subcarriers, yielding frequency diversity. For MC/MT-DS-CDMA systems [6-10], spreading is performed “in the time domain,” which brings multipath diversity to the system when channel echoes are combined via MRC. The only difference between the MC-DS-CDMA and MT-DS-CDMA schemes is the frequency separation between adjacent subcarriers [2]. For MT-DS-CDMA the frequency separation is the data rate of each subcarrier, whereas the frequency separation for MC-DS-CDMA is the chip rate of each subcarrier. It was also shown in [11] that these two types of schemes are actually special cases of a generalized multicarrier DS-SS signaling scheme, whose performance in dispersive fading channels can be analyzed under a common frame work. In [12] the authors proposed an MC-SS system that spreads the signal in both time and frequency domains, where the same data bit is DS-SS spread, and transmitted through orthogonal subcarriers. By spreading in both time and frequency domains, the system can obtain higher diversity order at the price of lower system throughput compared with the MC-DS-CDMA type systems we are considering.

The spectral sidelobes of any transmitted signal may act as interference to signals in adjacent bands, and traditionally these sidelobes are suppressed via filtering, e.g., using a raised cosine filter. In [13], the MC-SS sidelobe levels were reduced by concentrating more energy in the central, or main lobe. This concentration can be achieved by adjusting the data rate, chip rate and frequency separations between adjacent subcarriers. In addition to sidelobe suppression, the transmission scheme in [13] can shape the spectrum of the transmitted signal by appropriate selection of the aforementioned parameters. Spectral shaping can also be achieved using different chip waveforms. In [14] the spectrum of a single carrier DS-CDMA signal was shaped to have a flat spectrum within a specified band by using a band limited chip waveform. The purpose of this band limited chip waveform was to minimize multiple access interference (MAI) in a CDMA application when the channel is the additive white Gaussian noise (AWGN) channel. Following this work, authors in [15] and [16] used numerical methods to find the optimal time-limited chip waveform that minimizes both the MAI and the out-of-band signal energy, again in the AWGN channel. In [17], the authors investigated the bit error performance of generalized MC-DS-CDMA [11] with different chip waveforms, i.e., rectangular, half-sine, and raised cosine chip waveforms. Their results showed that for a given intersubcarrier spacing there exists an optimal choice of chip waveform. The effects of chip waveform selection on the performance of MC-DS-CDMA were investigated in [18]. The author demonstrated that the performance of MC-DS-CDMA systems is insensitive to the chip waveform shaping, but this investigation, as well as the work done by [17], did not include our two-sideband approach.

In this paper, we propose a new multicarrier modulation scheme that uses sinusoidal chip waveforms to shape the...
spectrum of each subcarrier. For a given subcarrier, the chip waveform of our proposed scheme shapes the transmitted signal spectrum to have two distinct lobes, a lower sideband (LSB) and an upper sideband (USB). With properly selected chip waveform parameters, the separation between these two lobes can be wider than the channel’s coherence bandwidth, resulting in the two sidebands undergoing uncorrelated fading. This uncorrelated fading of the LSB and USB can be utilized to greatly improve performance by virtue of diversity.

This paper is organized as follows: Section II introduces the proposed system transceiver waveforms and the Nakagami dispersive fading channel model we employ. Section III provides the analysis of receiver decision statistics required for error probability estimation. In Section IV we provide numerical results and discussion, and Section V contains a summary and conclusions.

II. SYSTEM MODEL

A. Transmitted Signal

A block diagram of the transmitter is shown in Fig.1. For simplicity of exposition, we use binary phase shift-keying (BPSK) modulation, but results can easily be extended to higher order PSK. As shown in the figure, user k’s binary data stream is first serial to parallel converted to form V parallel data streams each with bit duration of T_b. Each of the V branches of the data stream is spread by the (same) spreading waveform of our proposed scheme shapes the transmitted signal. There are K user signals present. After spreading, the chips of each subcarrier modulate the subcarrier sinoids, and the transmitted signal is formed via summing the signals of all subcarriers. The transmitted signal of user k is

\[
s^{(k)}(t) = \sqrt{\frac{2E_b}{T_b}} \sum_{i=1}^{V} \sum_{n=-\infty}^{\infty} d_i^{(k)}(\lfloor n/N \rfloor) \cos(2\pi f_s t) c^{(k)}(n) p(t - nT_c) \cos(2\pi f_s t) \]

where \(E_b\), \(T_b\) are respectively the bit energy and bit duration of each subcarrier, \(d_i^{(k)}(n) \in \{\pm 1\}\) is user k’s ith transmitted data bit on the ith subcarrier, \(\lfloor x \rfloor\) is the integer part of \(x\), and \(N = T_b/T_c\) is the processing gain on any subcarrier (equal for all \(k\) and \(i\)). We also define \(c^{(k)}(n) \in \{\pm 1\}\) as the \(n\)th chip of user k’s spreading code, \(p(t) = \sqrt{2} \sin(J\pi t/T_c)\) over the interval \(0 \leq t \leq T_c\) is the chip waveform with integer \(J \in \{2, 3, \ldots\}\) a selectable parameter, and \(f_s\) is the \(i\)th subcarrier frequency.

Most of our results employ odd values of \(J\). In addition, we use the same spreading waveform for all subcarriers, i.e., \(c^{(k)}(t) = \sum c^{(k)}(n)p(t - nT_c)\) is the same for all subcarriers of user \(k\). The frequency separation between adjacent subcarriers is selected such that any two subcarriers are orthogonal. Specifically, when \(i \neq j\) this requires

\[
\int_0^{T_c} \sum_{n=0}^{N-1} p^2(t - nT_c) \cos(2\pi f_s t) \cos(2\pi f_j t) dt = 0
\]

As shown in Appendix I, (2) is satisfied when \(|f_i - f_j| = \lambda/T_b\) and \(f_i, f_j \neq \lambda\) where \(\lambda\) is an integer. In this work, we allow \(\lambda\) to vary from 1 to \(N\); this corresponds, by analogy, to configuring the system to vary from MT-DS-CDMA to MC-DS-CDMA (as in [11]). It is worth noting that when \(\lambda = 1\) some subcarriers may no longer be orthogonal to each other. However, since the dispersive channel destroys the orthogonality between subcarriers in any case, we still investigate the error performance of the \(\lambda = 1\) case. The transmitted signal can also be expressed by a summation of the LSB and USB of each subcarrier signal as

\[
s^{(k)}(t) = \sum_{i=1}^{V} s^{(k)}_{i, L}(t) + s^{(k)}_{i, U}(t)
\]

where each sideband signal of subcarrier \(i\) of user \(k\) can be expressed by

\[
s^{(k)}_{i, X}(t) = \sqrt{\frac{E_b}{2T_b}} \sum_{n=-\infty}^{\infty} d_i^{(k)}(\lfloor n/N \rfloor) c^{(k)}(n) \times \left[ p(t - nT_c) \cos(2\pi f_s t) \pm \hat{p}(t - nT_c) \sin(2\pi f_s t) \right]
\]

where \(\hat{p}(t - nT_c)\) is the Hilbert transform of the sinusoidal chip waveform \(p(t) = \sqrt{2} \sin(J\pi t/T_c)\), and \(X = L\) or \(U\) represents the LSB or USB of the transmitted signal. With some algebraic simplification, we can easily show that \(\hat{p}(t) = -\sqrt{2} \cos(J\pi t/T_c)\) for \(0 \leq t \leq T_c\). Upon substituting the chip waveform \(p(t)\) and \(\hat{p}(t)\) into (4), we can write the sideband signal of subcarrier \(i\) as

\[
s^{(k)}_{i, X}(t) = \sqrt{\frac{E_b}{T_b}} \sum_{n=-\infty}^{\infty} d_i^{(k)}(\lfloor n/N \rfloor) c^{(k)}(n) \times E_{i,X}(t - nT_c, 0)
\]

In (5), \(E_{i,X}(t, \varphi)\) is the passband chip waveform for subcarrier \(i\), which is

\[
E_{i,X}(t, \varphi) = \begin{cases} \sin \left( \frac{\varphi}{T_c} + f_i \pi t + \varphi \right) & 0 \leq t \leq T_c \\ 0 & \text{otherwise} \end{cases}
\]

In (6), \(\varphi\) is the phase of the passband chip waveform for subcarrier \(i\), the minus sign represents the passband chip

\(^1\)Note that the use of rectangular chip waveforms is different from a simple upconversion of the baseband rectangular chip waveform subcarrier signal to some carrier frequency. Specifically, when \(J\) is odd, phase discontinuities are enforced at chip boundaries where they otherwise would not be for an upconversion (when two consecutive chip pulses \(c^{(k)}(m), c^{(k)}(m + 1)\) are equal).
waveform for the LSB signal, and the plus sign represents the chip waveform for the USB signal. It is worth noting that by expressing each subcarrier signal as a sum of LSB and USB component signals, the nature of each subcarrier signal is not changed, and thus orthogonality between any two subcarriers is maintained.

B. Channel Model

Each subcarrier of our proposed scheme is a DS-SS signal with its power spectral density (PSD) determined by the Fourier transform of its chip waveform [19]. For the sinusoidal chip waveform $p(t)$, the baseband PSD of one subcarrier is given by

$$\psi(f) = \frac{E_b}{N} \left( \frac{2J}{4\pi T_c f^2} - \pi J^2 \right)^2 \times \left[ 1 - (-1)^J \cos(2\pi T_c f) \right]$$  \hspace{1cm} (7)

An example PSD of one subcarrier using the sinusoidal chip waveform with $J = 5$ is shown in Fig. 2. The separation between the peaks of the two sidelobes is approximately $J/T_c$, and the null-null bandwidth of each sideband is $2/T_c$. Therefore, two sideband signals incur uncorrelated fading when the chip waveform parameter is properly chosen, i.e., the frequency separation between the two mainlobes of the LSB and USB is greater than the channel coherence bandwidth. We assume that the channel for either LSB or USB, for the $i$th subcarrier of user $k$, is a dispersive Nakagami-$m$ channel with impulse response given by

$$h_{k,i,X}(t) = \sum_{l=0}^{M-1} \alpha_{i,l}^{(k,X)} \exp \left( -j\theta_{i,l}^{(k,X)} \right) \delta \left( t - \tau_{i,l}^{(k,X)} \right)$$  \hspace{1cm} (8)

where $X = L$ or $U$ again represents LSB or USB. In (8) $M$ is the number of resolvable channel paths given by

$$M = \left\lfloor \frac{BW}{B_c} \right\rfloor + 1$$  \hspace{1cm} (9)

where $BW = 2/T_c$ is the baseband null-to-null bandwidth of either sideband. In (8), $\alpha_{i,l}^{(k,X)}$, $\theta_{i,l}^{(k,X)}$, and $\tau_{i,l}^{(k,X)}$ are respectively the amplitude, phase shift, and delay of the $l$th tap for user $k$’s LSB or USB signal on subcarrier $i$. Under the assumption of uncorrelated scattering (US) and independent fading for the LSB and USB signals, the phase shifts of different user’s different paths of different subcarriers are independent identically distributed (i.i.d.) random variables (RVs) uniformly distributed within $[0, 2\pi)$. Similarly, the delays for different $i$, $l$, $k$ and $X$ are i.i.d. random variables uniformly distributed within the interval $[0, T_b)$. The tap amplitudes for different sidebands, different taps and different users are assumed to be independent Nakagami-$m$ RVs. We use the Nakagami model because of its flexibility and ability to model a wide range of fading conditions [11]. The probability density function (pdf) of a Nakagami-$m$ RV is given by

$$p_R(r) = \frac{2^{m-1}}{\Gamma(m) \Omega} r^{2m-1} e^{-mr^{-2}/\Omega}$$  \hspace{1cm} (10)

where $\Gamma(.)$ is the gamma function, $\Omega = E[r^2]$ is the average energy, and $m > 0$ is the fading parameter, which characterizes the channel conditions. Specifically, when $m = 1/2$ the Nakagami-$m$ distribution becomes the one sided Gaussian distribution; for $m = 1$, it becomes the well known Rayleigh distribution, and when $m \to \infty$, it becomes an impulse, or a non-fading distribution.

In this paper, the power delay profile (PDP) of the channels between the transmitter and receiver for both sideband signals of all users’ subcarriers are assumed to be identical, i.e., $\Omega_{k,i,X}^{(l)} = \Omega_l$ for $X = L, U$, $i = 1, 2, \cdots V$, and $k = 1, 2, \cdots K$. In addition, the PDP shape is assumed to be exponentially decaying [11], i.e., the average power of the $l$th tap is given by $\Omega_l = \Omega_1 e^{-\eta_l}$ where $\eta$ is the decay factor, and the total power of the channel is normalized to be unity, i.e., $\sum_{l=0}^{M-1} \Omega_l = 1$.

C. Receiver Model

Assuming we have $K$ asynchronous users with identical system configurations (same number of subcarriers, processing gain and chip waveforms for each subcarrier), and independent channels for both the LSB and USB signals of all subcarriers of all users, the received signal is

$$r(t) = \sum_{k=1}^{K} \sum_{i=1}^{V} \left[ r_{i,L}^{(k)}(t) + r_{i,U}^{(k)}(t) \right] + n(t)$$  \hspace{1cm} (11)

where $n(t)$ is the AWGN with double sided PSD $N_0/2$ W/Hz. The received LSB or USB signal of the $i$th subcarrier of user $k$, $r_{i,X}^{(k)}$, is given by

$$r_{i,X}^{(k)} = \sqrt{\frac{E_b}{T_b}} \sum_{l=0}^{M-1} \sum_{n=-\infty}^{\infty} \alpha_{i,l}^{(k,X)} d_{i,l}^{(k)} \left( \frac{n}{N} \right) e^{j2\pi n T_c (t-nT_c)}$$  \hspace{1cm} (12)
where \( \phi_{\epsilon, t}^{(k, X)} = 2\pi f_j r_{\epsilon, t}^{(k, X)} - \theta_{\epsilon, t}^{(k, X)} \) is the composite phase, also uniformly distributed within \([0, 2\pi)\).

We assume that the receiver is capable of estimating the channel perfectly, i.e., the receiver can estimate the amplitude, delay, and phase of each multipath echo. Thus, similar to the conventional CDMA RAKE receiver, with each finger locked to one path, two RAKEs are needed for one subcarrier. It is also worth noting that when the local reference signal of each RAKE finger is \( c^{(k)}(n)E_{i, X}(t - nT_c, \phi_{\epsilon, t}^{(k, X)}) \), no additional signal processing component is needed before these RAKE receivers. The receiver block diagram for user \( k \) is shown in Fig. 3, where two RAKEs, one for each sideband, are used for each subcarrier. After maximal ratio combining (MRC) the RAKE fingers, the outputs of the two RAKEs are combined to form the decision metric for the given subcarrier. Finally, a hard decision is made via the sign of the combined output, and these detected bits are parallel to serial converted to form the detected bit stream. The decision metric for user \( k \)'s \( j \)th subcarrier is

\[
Z_j^{(k)} = \sum_{q=0}^{M-1} \sum_{\tau=0}^{N_q-1} Z_{\tau, q}^{(k, X)}
\]

where \( Z_{\tau, q}^{(k, X)} \) is the correlator output of the \( q \)th RAKE finger of the \( j \)th subcarrier of user \( k \).

III. Performance Analysis

A. Correlator Output

Without loss of generality, we assume the phase and delay of the \( q \)th path of user \( k \)'s subcarrier \( j \) are zero, and the delays and phases of other channel taps are relative to those of path \( q \). Thus, user \( k \)'s \( j \)th RAKE finger correlator output for subcarrier \( j \) can be separated into four terms

\[
Z_{\tau, q}^{(k, X)} = \int_0^{T_b} r(t)\alpha_{\eta, q}^{(k, X)} \sum_{n=-\infty}^{\infty} c^{(k)}(n)E_{j, X}(t - nT_c)dt
= D + n + I_1 + I_2 + I_3
\]

where \( D = \sqrt{E_b T_b} (\alpha_{\eta, q}^{(k, X)}(0)/2 \) is the desired signal term, \( n \) is the AWGN sample with zero mean and variance \( N_0 T_b/4 \). The terms \( I_1 \) and \( I_2 \) are the interferences from the same subcarrier (both same and different users) due to the channel dispersion, and \( I_3 \) is the interference from other subcarriers. The interference from the same subcarrier of the same user, \( I_1 \), is given by

\[
I_1 = \sqrt{E_b T_b} \sum_{v=1, v \neq k}^{K} \sum_{l=0}^{M-1} \alpha_{\eta, q}^{(k, X)}(0)\beta_{\epsilon, j, l}^{(k, k)}(t_j, \phi_{\epsilon, l}^{(k, X)})
\]

where \( \beta_{\epsilon, j, l}^{(k, k)}(t_j, \phi_{\epsilon, l}^{(k, X)}) \) is the cross correlation function between the same sideband waveforms from user \( k \)'s subcarrier \( j \) and that of user \( k \)'s subcarrier \( j \) by \( \beta_{\epsilon, j, l}^{(v, k)} \), and similarly \( \beta_{\epsilon, j, l}^{(v, k)} \) is defined for the correlation function between different sideband signals.

Similarly, the interference from the same subcarriers of different users, \( I_2 \), and the interference from other subcarriers of all users, \( I_3 \), are respectively given by

\[
I_2 = \sqrt{E_b T_b} \sum_{v=1, v \neq k}^{K} \sum_{l=0}^{M-1} \alpha_{\eta, q}^{(k, X)}(0)\beta_{\epsilon, j, l}^{(k, v)}(t_j, \phi_{\epsilon, l}^{(v, X)})
\]

\[
I_3 = \sqrt{E_b T_b} \sum_{v=1, v \neq k}^{K} \sum_{l=0}^{M-1} \alpha_{\eta, q}^{(k, X)}(0)\beta_{\epsilon, j, l}^{(v, k)}(t_j, \phi_{\epsilon, l}^{(v, X)})
\]

where the \( \beta_{\epsilon, j, l}^{(v, k)} \) and \( \beta_{\epsilon, j, l}^{(v, k)} \) functions in (15)-(17) are defined as shown on the top of next page

B. Statistics of Decision Metric

The statistics of the desired signal term and AWGN sample term were already given, so here we derive the statistics of the interference terms. The interference terms are assumed to be Gaussian random variables. This approximation is validated via our simulations shown in Section IV. In this section, we investigate the statistics of the cross correlation functions \( (\beta_{\epsilon, j, l}^{(k, v)}(t_j) \) and \( (\beta_{\epsilon, j, l}^{(v, k)}(t_j) \) between the different subcarriers and different users. It is worth noting that the cross correlation functions between the same subcarriers of different users can be obtained by equating the user indices \( k \) and \( v \) similarly, the cross correlation between the different multipath echoes of the given subcarrier from the same user can be found by letting \( i = j \) and \( v = k \). Following the method given in [13], we represent the delay \( \tau \) in (18) and (19) as

\[
\tau = ST_c + \varepsilon
\]
where $S$ is an integer given by $S = \lceil \tau/T_c \rceil$ and $\varepsilon = \tau - ST_c$ is the fractional chip part of $\tau$, uniformly distributed in $[0, T_c)$. This representation of the $\tau$ allows $\beta_{i,j}(k, v)$ and $\hat{\beta}_{i,j}(k, v)$ to be expressed as

$$
\beta_{i,j}^{(v,k)}(\tau, \phi) = \int_0^{T_b} \sum_{n=-\infty}^\infty d_i^{(v)} \left( \left\lfloor n/N \right\rfloor \right) c_i^{(v)}(n) E_{i,X}(t - nT_c - \tau, \phi) \sum_{m=0}^{N-1} c_j^{(k)}(m) E_{j,X}(t - nT_c, 0) \tag{18}
$$

$$
\hat{\beta}_{i,j}^{(v,k)}(\tau, \phi) = \int_0^{T_b} \sum_{n=-\infty}^\infty d_i^{(v)} \left( \left\lfloor n/N \right\rfloor \right) c_i^{(v)}(n) E_{i,Y}(t - nT_c - \tau, \phi) \sum_{m=0}^{N-1} c_j^{(k)}(m) E_{j,X}(t - nT_c) dt \tag{19}
$$

The derivation of the variances in (25) and (26) is given in Appendix II. With the variance of (25) and (26), the variances are random and binary, the two partial correlation functions $\beta_{i,j}(k, v)$ and $\hat{\beta}_{i,j}(k, v)$ to be expressed as

$$
\beta_{i,j}^{(v,k)}(\tau, \phi) = d_i^{(v)}(-1)R_{i,Y;j,X}^{(v,k)}(\tau, \phi) + d_i^{(v)}(0)R_{i,Y;j,X}^{(v,k)}(\tau, \phi) \tag{21}
$$

$$
\hat{\beta}_{i,j}^{(v,k)}(\tau, \phi) = d_i^{(v)}(-1)R_{i,Y;j,X}^{(v,k)}(\tau, \phi) + d_i^{(v)}(0)R_{i,Y;j,X}^{(v,k)}(\tau, \phi) \tag{22}
$$

where $R_{i,Y;j,X}^{(v,k)}$ and $R_{i,Y;j,X}^{(v,k)}$ are two partial correlation functions with definitions given by

$$
R_{i,Y;j,X}^{(v,k)}(\tau, \phi) = \sum_{m=0}^S c^{(k)}(m)c^{(v)}(m-S-1) 
\times \int_0^{T_b} E_{i,Y}(t-\varepsilon, \phi)E_{j,X}(t, 0) dt 
\times \sum_{m=0}^{S-1} c^{(k)}(m)c^{(v)}(m-S) 
\times \int_0^{T_b} E_{i,Y}(t-\varepsilon, \phi)E_{j,X}(t, 0) dt \tag{23}
$$

$$
R_{i,Y;j,X}^{(v,k)}(\tau, \phi) = \sum_{m=S+1}^{N-1} c^{(k)}(m)c^{(v)}(m-S-1) 
\times \int_0^{T_b} E_{i,Y}(t-\varepsilon, \phi)E_{j,X}(t, 0) dt 
\times \sum_{m=S}^{N-1} c^{(k)}(m)c^{(v)}(m-S) 
\times \int_0^{T_b} E_{i,Y}(t-\varepsilon, \phi)E_{j,X}(t, 0) dt \tag{24}
$$

Since we assume the data symbols and the spreading codes are random and binary, the two partial correlation functions of (23) and (24) are zero mean, and their variances are easy to evaluate, yielding

$$
\text{var}[\beta_{i,j}^{(v,k)}(\tau, \phi)] = 2N\text{var} \left[ \int_0^{T_b} E_{i,Y}(t-\varepsilon, \phi)E_{j,X}(t, 0) dt \right] \tag{25}
$$

$$
\text{var}[\hat{\beta}_{i,j}^{(v,k)}(\tau, \phi)] = 2N\text{var} \left[ \int_0^{T_b} E_{i,Y}(t-\varepsilon, \phi)E_{j,X}(t, 0) dt \right] \tag{26}
$$

The derivation of the variances in (25) and (26) is given in Appendix II. With the variance of (25) and (26), the variances of the interference terms are

$$
\text{var}[I_2] = \frac{E_b T_b}{N} \left[ \frac{M - 1}{12M} + \frac{1}{8J^2\pi^2} \right] \left( \alpha_{j,q}^{(k)} \right)^2 \tag{27}
$$
To obtain the average bit error probability of subcarrier \( j \), the instantaneous bit error probability given by (31) should be averaged over the joint pdf of channel tap amplitudes; the joint pdf is the product of the marginal pdfs when the tap amplitudes are independent RVs under the uncorrelated scattering (US) assumption:

\[
\text{pdf}(\alpha_{0,0}, \alpha_{1,1}, \ldots, \alpha_{M-1,0}) = \prod_{X} \prod_{q=0}^{M-1} p_{\alpha_q, X}(\alpha_{q, X})
\]  

(35)

The average bit error probability of subcarrier \( j \) is thus given by

\[
\mathbb{P}_{b,j} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} Q\left(\sum_{X=0}^{M-1} \sum_{q=0}^{M-1} p_{\alpha_q, X}(\alpha_{q, X})\right) \prod_{X} \prod_{q=0}^{M-1} p_{\alpha_q, X}(\alpha_{q, X})
\]

\[d\alpha_0, L, \alpha_{1, L}, \ldots, \alpha_{M-1, L} \]  

(36)

The direct evaluation of (36) requires a \( 2M + 1 \)-fold integration, which is difficult to obtain in closed form. To circumvent this difficulty, we use an alternative form of the \( Q \) function [20],

\[
Q(x) = \frac{1}{\pi} \int_{0}^{\pi/2} \exp\left(-\frac{x^2}{2 \sin^2(\chi)}\right) d\chi
\]

(37)

The alternative \( Q \) function form allows us to concisely represent the average \( P_b \) via the moment generating function (MGF) [20]:

\[
\mathbb{P}_{b,j} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \left(\sum_{X=0}^{M-1} \sum_{q=0}^{M-1} p_{\alpha_q, X}(\alpha_{q, X})\right) \prod_{X} \prod_{q=0}^{M-1} p_{\alpha_q, X}(\alpha_{q, X})
\]

\[d\alpha_0, L, \alpha_{1, L}, \ldots, \alpha_{M-1, L} \]

(38)

where \( \gamma_{X+q} = \frac{\gamma}{2} e^{-\eta q} \) is the average SNIR of the \( q \)th RAKE finger output for the LSB or USB RAKE of the \( j \)th subcarrier, and \( G(x, y) \) is the MGF of the Nakagami-\( m \) distribution, [20]

\[
G(\gamma, \chi) = \left(\frac{m \sin^2(\chi)}{m \sin^2(\chi) + \gamma}\right)^m
\]

(39)

Finally, with the average bit error probability of each subcarrier, the average bit error probability of the proposed system can be obtained via averaging the error probabilities of all subcarriers as \( \mathbb{P}_b = \frac{\sum_{j=1}^{V} \mathbb{P}_{b,j}}{V} \).

IV. NUMERICAL EXAMPLES

In this section the BER performance of our proposed scheme is compared with that of the MC-DS-CDMA schemes whose average \( P_b \) is given by equation (47) in [11]. Our comparison here is under the conditions in which all schemes have the same number of subcarriers, the same data rate, the same overall bandwidth, and the same transmission power.

Recall that the bandwidth of one sideband signal of our proposed scheme is \( 2T_c \) and the frequency separation of the peaks of two sidelobe signals is approximately \( J/T_c \). Thus, the null-null bandwidth of our proposed scheme is

\[
BW = (J + 2)/T_c + (V - 1)\Delta f
\]

where \( \Delta f \) is the frequency separation between the adjacent subcarriers, i.e., \( \Delta f = \lambda R_0 \). The null-null bandwidth of the MC-DS-CDMA with chip duration of \( T_{c,MC} \) and frequency separation equal to the chip rate is

\[
BW = 2/T_{c,MC} + (V - 1)/T_{c,MC}
\]

Thus under the equal bandwidth and data rate condition, the processing gain relation between the MC-DS-CDMA scheme and our proposed scheme is

\[
N_{MC} = \frac{(J + 2)N + \lambda(V - 1)}{V + 1}
\]

(42)

The baseband PSD normalized to its maximum value for the proposed scheme with chip waveform parameter \( J = 3 \) and frequency separations of \( 1 \) and \( N \) are compared with that of MC-DS-CDMA in Fig. 4. The processing gain for a 5-subcarrier MC-DS-CDMA is set to be 64, and the processing gains for our proposed schemes are 76 and 42 respectively for \( \lambda = 1 \) and \( \lambda = N \). It can be observed from this figure that \( \lambda = 1 \) and \( \lambda = N \) are two extreme examples of spectrum shaping. Specifically, when \( \lambda = 1 \), the intersubcarrier frequency separation is the data rate on each subcarrier, and the PSD of our proposed scheme reaches the maximum value around DC; conversely when \( \lambda = N \), the PSD of our proposed scheme approaches the null-null bandwidth. Thus, the proposed scheme with different frequency separations can be used to adaptively compensate for channel fading when the channel is known at the transmitter. Also worth noting is that the sidelobes of our scheme are more than 17 dB down, whereas the conventional MC-DS-SS sidelobes are down by approximately 11 dB, hence our scheme suppresses sidelobe levels by approximately 6 dB. Again we note that throughout this paper, the bandwidth to which we refer is the null-to-null bandwidth. This bandwidth measure is used because it is relatively easy to determine.
In Fig. 5 we show both simulation and analytical results for the systems with $K = 10$ users, $V = 5$ subcarriers, chip waveform parameter $J = 3$, and processing gain of $N = 32$ for both $\lambda = 1$ and $\lambda = N$. The channel is a Nakagami-$m$ dispersive channel with $m = 1$ (Rayleigh fading), PDP decay factor of $\eta = 2$, and the number of resolvable paths for each sideband is $M = 5$, or a 5-tap channel. From this figure, we can observe that the simulation results match the analytical results, corroborating our standard Gaussian assumption for the interference. The good agreement between the analytical results and simulation results hold for processing gain values greater than 8. Therefore, in the following examples we use analytical results to compare the BER performance of our proposed scheme with that of MC-DS-CDMA, in which we also consider 10 users, and 5 subcarriers, with processing gain and the number of resolvable channel taps for each subcarrier set to be $N = 64$ and $M = 5$, respectively.

The average $P_b$ of our proposed scheme with $J = 3$ and different frequency separations ($\lambda$'s), and for MC-DS-CDMA with parameters given previously are shown in Fig. 6. The processing gains of our proposed schemes are 76, and 42 respectively for $\lambda = 1$ and $\lambda = N$. In this example, the channel is a dispersive Nakagami-$m$ channel with $m = 1$, $\eta = 2$, and the number of channel taps for our proposed scheme with $\lambda = 1$ and $\lambda = N$ are respectively 6, and 4. From this example we can observe that the $\lambda = N$ intersubcarrier frequency separation case has better performance than that of the $\lambda = 1$ case because of the reduced spectral overlapping among subcarriers. In comparison to conventional MC-DS, our proposed scheme with $\lambda = 1$ has slightly better performance at SNRs less than 15 dB, and approximately the same performance for SNRs greater than 15 dB.

The effect of the chip waveform parameter $J$ on the BER performance of our proposed scheme is shown in Fig. 7. In the figure, the average $P_b$ at $E_b/N_0 = 15$ dB for our proposed scheme with different values of chip waveform parameter $J$, is compared with that of the conventional MC-DS-CDMA scheme. To ensure the same bandwidth, the processing gain of our proposed scheme with different frequency separations is obtained via equating (40) and (41), and the number of resolvable channel taps is obtained via (9). We can observe in this example that as the value of $J$ increases, the BER performance of our proposed scheme with $\lambda = 1$ degrades whereas the $\lambda = N$ scheme nearly maintains its performance. The reason for the performance degradation is mainly due to the fact that as the value of $J$ increases, the processing gain of our proposed scheme must decrease in order to keep the bandwidth unchanged. For example, the processing gains for the two frequency separations ($\lambda = 1$ and $\lambda = N$) are reduced from 95 and 48, to 31 and 24, when the value of $J$ increases from 2 to 10. For the $\lambda = 1$ configuration, the spectra of all
subcarriers overlap significantly, thus the loss in processing gain reduces its capability to suppress interference from other subcarriers. On the other hand, only the spectra of adjacent subcarriers overlap for the λ = N configuration, yielding less intersubcarrier interference. As a result, the reduction of processing gain for the λ = N scheme does not as strongly affect the average $P_b$.

We next show the BER performance of our proposed scheme in different channel conditions. The average $P_b$ at $E_b/N_0 = 15$ dB with $K = 10$ users for our proposed scheme with $J = 3$ and for MC-DS-CDMA, with different decay factors, is shown in Fig. 8. The channel is a Nakagami-μ fading channel with $\mu = 1$, and the decay factor $\eta$ varies from 0 to 3. We assume the receiver is capable of capturing all the channel taps, i.e., we employ a 5-finger RAKE for one subcarrier of MC-DS-CDMA, and 4-finger and 6-finger RAKES for each sideband of our proposed schemes with $\lambda = 1$ and $\lambda = N$ respectively. The results shown in Fig. 8 indicate that as the decay factor increases, the average $P_b$ of all three system increases. This agrees with the fact that RAKE has the best performance for a uniform PDP. The proposed scheme with $\lambda = N$ outperforms the reference system at any value of $\eta$ and when $\eta > 1.8$, the proposed scheme with $\lambda = 1$ has a better performance than that of MC-DS-CDMA. As the decay factor increases, the majority of the energy is contained within the first few (lower delay) channel taps. Thus, when these lower-delay taps incur deep fading, the SNIR output of the MRC is low even if the low-energy, higher-delay channel taps are not faded. For our proposed scheme, however, the channels for LSB and USB are independent identical channels. Therefore, the probability of both sideband signals undergoing a deep fade is greatly reduced.

In Fig. 9 the average $P_b$ as a function of the Nakagami-μ factor is shown for the three schemes. The parameters of conventional MC-DS-CDMA and for our proposed schemes with $\lambda = 1$ and $\lambda = N$ are the same as in the previous example, and the channel is similar to that of the previous example except that instead of varying the decay factor $\eta$, here we fix the decay factor to be $\eta = 2$ and allow the fading parameter $m$ to vary from 1/2 to 10. As we know, $m = 1/2$ is the so called one-sided Gaussian distribution-a severe case of fading. As $m$ increases, the channel is less severely faded, and this example shows the effect of the diversity via LSB and USB combining in our proposed scheme.

As can be observed from this figure, the average bit error probabilities of MC-DS-CDMA and those of our proposed schemes decrease as the value of $m$ increases, as expected. Both our proposed schemes with $\lambda = 1$ and $\lambda = N$ outperform MC-DS-CDMA at $m = 1/2$. As the value of $m$ increases, the performance of the $\lambda = 1$ scheme worsens relative to that of conventional MC-DS-CDMA, whereas the $\lambda = N$ scheme still has better performance than that of the MC-DS-CDMA scheme. The reason is that when the channel fading is milder ($m$ increases), the dominant effect on performance becomes the MAI; in this case, since diversity is used to combat fading instead of suppressing MAI, the diversity introduced by combining LSB and USB signals in our scheme is less effective. As a result, the performance of the $\lambda = N$ scheme approaches that of MC-DS-CDMA. This example and the previous one show that the proposed scheme can be used in environments where the wireless channel is severely faded, i.e., a large PDP decay factor $\eta$ and a small $m$ value.

The average $P_b$ of our proposed scheme at $E_b/N_0 = 15$ dB with $\lambda = 1$ and $\lambda = N$ and that of conventional MC-DS-CDMA are shown in Fig. 10. The parameters of all three schemes are the same as in the previous examples, except that we vary the number of subcarriers from 3 to 20, and adjust each subcarrier’s processing gain of our proposed scheme to make sure that our proposed schemes and the conventional MC-DS-CDMA with a processing gain of $N = 64$ have the same bandwidth. The channel is a Nakagami-μ fading channel with $\mu = 1$, $\eta = 2$ and the number of resolvable channel taps for conventional MC-DS-CDMA is $M = 5$,
and the number of resolvable channel taps for our proposed schemes are given by (9). As demonstrated in this figure, the error performance of all three schemes is insensitive to the number of subcarriers, $V$, when $V$ is greater than some value. Specifically for the parameters in the figure, when $V$ is greater than 6, the curves are flat as the number of subcarriers increases. In addition, the error performance of our proposed scheme with $\lambda = 1$ is similar to that of conventional MC-DS-CDMA when the number of subcarriers is large because of the increased interference caused by strongly overlapped subcarriers; conversely, since the adjacent subcarriers overlap at their spectral nulls in our proposed scheme with $\lambda = N$, this scheme has lower bit error probabilities despite the increase in the number of subcarriers.

The influence of different system load (number of users) on the average $P_b$ is shown in Fig. 11. The parameters of conventional MC-DS-CDMA and for our proposed schemes with $\lambda = 1$ and $\lambda = N$ and the channel are the same as in the example shown in Fig. 6. We show the average $P_b$ of three systems with different numbers of active users. As expected, with more users added to the system, the error performance of all three schemes degrades, and the performance of our proposed schemes with $\lambda = 1$ and $\lambda = N$ approaches that of conventional MC-DS-CDMA as the number of users increases. This is due to reasons similar to those of the example in Fig. 10. Specifically, as the number of user increases, MAI becomes the dominant factor in performance loss, and the diversity introduced by combining the LSB and USB signals in our scheme is less effective.

We also compare the error performance of our scheme with the conventional MC-DS-CDMA with the half sine and raised cosine chip waveforms of [17] in Fig. 12. The parameters of conventional MC-DS-CDMA with the rectangular chip waveform, our proposed schemes, and the channel are the same in previous example. The processing gains of MC-DS-CDMA with chip waveforms other than rectangular are adjusted to ensure the same bandwidth for all schemes. Specifically, with the spectral expansion of the half sine and raised cosine chip waveforms [17] considered, the processing gains of MC-DS-CDMA with these two chip waveforms are respectively 43 and 32. The performance ranking shown in this figure–our proposed scheme with $\lambda = N$ followed by the proposed scheme with $\lambda = 1$, conventional MC-DS-CDMA with rectangular chip waveform, MC-DS-CDMA with the half sine chip waveform, and MC-DS-CDMA with the raised cosine chip waveform$^5$ – suggests that our proposed scheme with $\lambda = N$ yields the maximum diversity gain.

$^5$The authors of [17] reached the conclusion that the MC-DS-CDMA with rectangular, half sine, and raised cosine chip waveform have similar error performances without equating the bandwidth of MC-DS-CDMA with these chip waveforms.
A new modulation scheme that shapes the spectrum of an MC-DS-SS signal via sinusoidal chip waveforms was proposed. This sinusoidal chip shaping enables generation of distinct upper and lower sideband component signals for each subcarrier, which can be exploited for frequency diversity. The BER of this spectrally shaped MC-DS-CDMA with dual sideband combining was considered over Nakagami-m dispersive fading channels. We investigated the effects of chip waveform index, PDP shape, and the channel fading conditions on the performance of the proposed scheme. With properly selected parameters, the BER performance of the proposed scheme is better than that of an equivalent MC-DS-SS signal with rectangular, half sine, and raised cosine chip waveforms. Future work includes investigating the performance of our proposed scheme when the two sidebands incur correlated fading, and the effects of Doppler.

APPENDIX I

By substituting the chip waveform and discarding the double frequency term, 4) can be written as

\[
\frac{J^2 \sin(\pi \Delta f_{i,j} T_c)}{2 \Delta f_{i,j} T_c [J^2 - (\Delta f_{i,j} T_c)^2]} \sum_{n=0}^{N-1} \cos[\pi \Delta f_{i,j} T_c (2n + 1)]
\]

Following the identity [21]

\[
\sum_{m=0}^{N-1} \cos(my + x) = \frac{\cos(x + (N - 1)/2) \sin(Ny/2)}{\sin(y/2)}
\]

(44) reduces to

\[
\frac{J^2 \cos(\pi N \Delta f_{i,j} T_c) \sin(\pi N \Delta f_{i,j} T_c)}{2 \pi \Delta f_{i,j} T_c [J^2 - (\Delta f_{i,j} T_c)^2]}
\]

which equals zero when \(\Delta f_{i,j} = \lambda/(NT_c) = \lambda R_b\). Following the same method, it can be shown that \(\Delta f_{i,j} = J\), (43) reduces to \(T_b/4\), not zero. Thus, in order to make sure that subcarrier \(i\) and subcarrier \(j\) are orthogonal, we require \(\Delta f_{i,j} = |f_i - f_j| = \lambda/T_b\) and \(\Delta f_{i,j} \neq J\).

APPENDIX II

We derive the variance of the integrals in (25) and (26). Denote the integral in (25) as \(I_X(\Delta f_{i,j} T_c)\).

\[
I_X(\Delta f_{i,j} T_c) = \int_0^T e_{i,X}(t, \varepsilon) E_{i,X}(t, 0) dt
\]

With the definition of \(E_{i,X}\), it is easy to show that (47) can be expressed as

\[
I_X(\Delta f_{i,j} T_c) = \frac{1}{2} \int_0^\varepsilon \cos \left(2 \pi \Delta f_{i,j} t + \frac{J \pi}{T_c} \varepsilon + \theta \right) dt
\]

where \(\theta = \phi + 2 \pi f_j \varepsilon - J \pi \varepsilon / T_c\) is the aggregate phase due to the delay and the channel, uniformly distributed in \([0, 2\pi]\). Note that in (48) we have discarded the term containing the high frequency component at frequency \(f_i + f_j\). Upon averaging the variable given by (48) over the aggregate phase \(\theta\) and the fractional chip part of delay, \(\varepsilon\) the variance of \(I_x\) is

\[
\text{var}[I_X(\Delta f_{i,j} T_c)] = \frac{T_c^2 2 \pi \Delta f_{i,j} T_c - \sin(2 \pi \Delta f_{i,j} T_c)}{\pi \Delta f_{i,j} T_c}
\]

(49)

When \(\Delta f_{i,j} = 0\), representing the same-subcarrier same-sideband interference, the variance of \(I_X(\Delta f_{i,j} T_c)\) is

\[
\text{var}[I_X(\Delta f_{i,j} T_c)] = \frac{T_c^2}{24}
\]

(50)

Following the same method, the integral in the cross correlation function between different sideband signals in (19) is denoted by \(I_Y(\Delta f_{i,j} T_c)\), and when \(\Delta f_{i,j} T_c \neq J\) its variance is

\[
\text{var}[I_Y(\Delta f_{i,j} T_c)] = \frac{T_c^2}{16} \frac{2X - \sin(2X)}{X^3}
\]

(51)

where \(X = \pi(\Delta f_{i,j} T_c - J)\). When \(\Delta f_{i,j} T_c = J\), its variance is

\[
\text{var}[I_Y(\Delta f_{i,j} T_c)] = \frac{T_c^2}{24}
\]

(52)
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