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Ovarian cancer is considered the fifth most common cancer type among females in the United States. Furthermore, ovarian cancer 
accounts for 25% of all gynecologic cancers, and usually, this cancer is diagnosed at a late stage. A patient can live at least five years 
longer if ovarian cancer is diagnosed early. Therefore, the early diagnosis of ovarian cancer is essential. This study aims to classify 
ovarian cancer using biomarkers such as ovarian cancer antigen (CA125), tumor necrosis factor alpha (TNF-α), interleukin 6 (IL-6), 
human epididymis protein 4 (HE4), and anti-TP53 antibodies. Rising or persistent CA125 blood levels provide a highly specific 
biomarker for epithelial ovarian cancer, but not an optimally sensitive biomarker. Addition of HE4, CA 72.4, anti-TP53 autoantibodies 
and other biomarkers can increase sensitivity for detecting early stage or recurrent disease. It also uses three data-classifying models 
called Decision Tree (DT), kth Nearest Neighbor (kNN), and Logistic Regression (LR) to compare their performances. We computed 
various model performances, such as accuracies, precision, and recall values. Based on the findings, the LR model shows the highest 
performance compared to the other two models. Furthermore, it records 87% accuracy and 99% recall in classifying ovarian cancer. 

Introduction 
 
Ovarian cancer has become a global health issue. Out of a total of 1,806,590 all novel cancer cases and 606,520 cancer-related deaths recorded in 
2020 in the US, ovarian cancer deaths appear as the main cause of deaths related to female reproductive tract. (Matsas et. al., 2023). Furthermore, 
ovarian cancer is the fifth most frequent cause of death in women and is the leading cause of death out of all gynecological cancers (PDQ, 2023).  

The high mortality rate of ovarian cancer is due to the fact that this cancer is typically diagnosed at a late stage (Matulonis et al., 2016). 
Furthermore, the already existing screening tests do not provide a considerable predicting value in diagnosing the disease. The trans-vaginal 
ultrasound and cancer antigen 125 (CA125) are being used as screening tests for ovarian cancer. However, they are not good enough in early 
detection of the disease, and consequently, do not lead to significant reductions in morbidity and mortality (Dochez et. al., 2019). The standard 
treatment of care includes surgery and chemotherapy. However, there is often a high rate of recurrence followed by the standard treatment 
(Giampaolino et. al., 2020).  Studies have reported that if relapses occur, ovarian cancer becomes less curable (Yang et. al., 2017). Due to all these 
factors, early detection is vital in enhancing the efficacy of the treatment and thus extending the lifespan of these patients.  

Machine learning is a subset of artificial intelligence that attempts to identify the relationships among variables instead of forcing instructions on 
the data. With the availability of large number of datasets, the application of machine learning algorithms has become widely popular in various 
domains. Computer vision, speech recognition, natural language processing are some of such domains of the applications of machine learning 
(Ghassemi et al., 2020). Due to machine learning’s capability to extract hidden features and relationships using the dataset, the healthcare sector 
benefited from the applications of machine learning. Some of the areas in the healthcare domain include medical diagnosis (Mahoto et al., 2023, 
Kononenko, 2001), disease prediction (Uddin et al, 2019), clinical research (Doan et. al., 2023), drug development (Réda et al., 2020), electronic 
health records (Weissler et al., 2021), healthcare improvement (Habehh and Gohel, 2021), and personalized healthcare (Nguyen et al., 2021).   

Cancer research is imperative compared to other studies due to the impact of cancer on society. Machine learning is playing a major role related to 
cancer research. Unfortunately, literature indicates an asymmetry of the distribution of the studies using machine learning and different types of 
cancers. Though ovarian cancer has a significant impact on women, the number of studies to predict ovarian cancer research is not noteworthy. 
Therefore, this study aims to develop three distinct ovarian cancer prediction models using machine learning and compares the performance of each 
model to identify the best, most effective model.  
 
Literature Findings 
 
A glance at the literature reveals that Machine Learning techniques have been used in studies related to various types of cancer types. Based on the 
findings, 36.1% of the studies are related to breast cancer, 11.1% are lung cancer, 8.3% are ovarian cancer, 5.6% are colorectal, and 5.6% are 
related to multiple cancer types. Figure 1 summarizes the percentages of the above types of studies. Furthermore, according to table 1, the literature 
indicates the use of various types of data ranging from actual clinical data, biopsies, RNA, and miRNAs. 

Most of the prior research activities are focused on cancer classification, cancer prediction, early diagnosis, or risk assessments. In addition, 
researchers have used a vast variety of approaches to conduct their studies. Figure 2 summarizes the types of ML techniques they have used in the 
literature. According to figure 2, out of the above prior studies, 22.1% have used Support Vector Machines (SVM), 11.5% have used Decision 
Trees (DT), 10.6% have used Random Forest, (RF), and 7.1% have used Linear Regression (LR). 
According to figure 3, it is shown that prior research has used various sizes of samples and features sets. Some research studies have used large 
quantities of data points (instances) over 10,000, while the majority have used less than 5000 data points. The average number of data points the 
prior research have used is approximately 3842, while the average number of features is 541.  
 
Data Set: 
 
This dataset was collected from Kaggle online data repository (Mi et al., 2020) representing 335 instances and 49 features. The class variable in this 
dataset is TYPE, representing whether the subject does not have ovarian cancer (0) or has the cancer (1). In the dataset, 51% of the subjects had 
ovarian cancer while 49% did not have cancer, therefore the dataset was very closely balanced. 

Data Preparation: 
 
There were some missing values in the data, and they were replaced by the mean values due to the distribution of the data are approximately 
symmetric. There were two instances with the AFP value recorded as >1200 without the numerical value, therefore those values were removed 
from the analysis. Two instances from CA 125 values were removed as their values were recorded as >5000. Finally, four instances were recorded 
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Table 1: Machine learning and prior cancer research  

Reference Year Type of Cancer Aim of the study Type of data 
used 

Achilonu et al. (2021) 2021 Colorectal  Predict recurrence of cancer Clinical and mo-
lecular  

Agossou et al. (2021) 2021 Breast Classify tumors miRNAs 

Akazawa et al. (2020) 2020 Ovarian  Prediction RNA 

Al Mudawi et al. (2022) 2022 Cervical Early prediction of cancer - 

Alabi et al. (2020) 2020 Tongue Predict survival Cancer patients 

Alafeef et al. (2020) 2020 Breast Classify various cancer cell 
types 

Tumor data 

Alkhathlan& Saudagar, 
(2022). 

2021 Breast Predict & classify Microarray data 

Anil Kumar et al. 
(2022) 

2022 Lung Classification based on their 
symptoms 

Microscopic bi-
opsy 

Braz et al. (2022) 2022 Oral cavity Identification of cancer Cancer patients 

Chiu et al. (2021) 2021 - Cancer dependency  

Ding et al. (2019) 2019 Pan-cancer Identification of potential 
biomarkers 

Patients 

Doppalapudi et al. 
(2021) 

2021 Lung Survival prediction Hyperspectral 
imaging  

Famitha et al. (2022) 2022 Multiple Prediction Cancer patients 

Fatima et al. (2021) 2021 Breast Classification Cancer Cells 

Finkelstein et al. (2022) 2022 Prostrate Early prediction of cancer microRNAs 

Kouznetsova et al. 
(2021) 

2021 Oral Recognition of oral cancer vs 
periodontitis 

Patients 

Li et al. (2022) 2022 Gastric Early diagnosis Cancer Registry 

Li, X., Dai, A., Tran, R., 
& Wang, J. (2023). 

2023 Breast and ovarian - Gene Expression 

Lu et al. (2020) 2020 Ovarian  - FNA biopsies 

Lynch et al. (2018) 2018 Lung Cancer prediction  

Maray et al. (2022) 2022 Breast Cancer prediction Clinical data 

Masud et al. (2021) 2021 Lung and Colorec-
tal  

Classification Wisconsin (UCI-
breast cancer) 

Mourad et al. (2020) 2020 Thyroid Classify patients Breast biopsies 

Nissim et al. (2021) 2021 Any Detection and classification 
of untreated cancer cells 

Cultured breast 
cancer cell lines 

Poirion et al. (2021) 2021 Liver and breast Prediction Patient data 

Rasool et al. (2022) 2022 Breast Cancer diagnostic Patient data 

Redjdal et al. (2022) 2022 Breast - Hospital records 

Sharma and Mehra 
(2020) 

2020 Breast Classification Cancer tissue 
images 

Taghizadeh et al. (2022) 2022 Breast Diagnose breast cancer Optical path de-
lay profile of the 
cell 

Ting et al. (2020) 2020 Colorectal Risk factor identification Online 

Toprak (2018) 2018 Breast Cancer classification Patient data 

Urbanos et al. (2021) 2021 Brain Prediction Biopsy data 

Zhang et al. (2022) 2022 Breast Cancer classification Online Lung 
Cancer 

Zhao et al. (2022) 2022 - Cancer prediction Patient data 

Zheng, S., Wu, Y., Don-
nelly, E. D., & Strauss, 
J. B. (2023). 

2023 Endometrial Risk assessment Genomics data 
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Figure 1: Prior research work in cancer research domain 

Figure 2: Machine learning models used in prior cancer research 

Figure 3: Number of features vs sample size in prior research 
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as CA19-9 >10000 and six were as <0.6, therefore they were removed from the analysis. Hence, the last number of instances for the rest of analysis 
was 335.  
 
Feature Extraction 
 
As there are 47 features and only 335 instances, a feature selection technique was applied to select a sample of features from the 47 to analyze the 
final data. The Chi-square test was used for selecting the most suitable features for this study based on the Chi-square scores. 
 

 

where observed frequency is the number of observations of the selected class and the expected number of observations of the selected class if there 
is no relationship between the selected feature and the target variable of whether the patient has a ovarian cancer or not.  

We selected only features with significant values (i.e., p<0.05) which indicate that the selected feature significantly impacts the class variable. 
Based on the above criteria, we selected the  Carbohydrate Antigen 125 (CA125) , Human Epididymis Protein 4 (HE4), Platelet Count (PLT), 
Carbohydrate Antigen 19-9 (CA19-9), Age, Alpha-Fetoprotein (AFP), Alkaline Phosphatase (ALP), Carcinoembryonic Antigen (CEA), 
Carbohydrate Antigen 72-4 (CA72-4), Lymphocyte Ratio (LYM%), Neutrophil Ratio (NEU), Aspartate Aminotransferase (AST), Menopause, 
Albumin (ALB), Gama Glutamyl transferase (GGT), Total Bilirubin (TBIL), Hemoglobin (HGB), Indirect Bilirubin (IBIL), Urie Acid (UA), 
Lymphocyte Count (LYM#), and Platelet Distribution Width (PDW).for the final analysis. Descriptive statistics of the selected features can be seen 
below. 

 
Methods 
 
Methodology 
In this study, we used three machine learning techniques namely, decision tree, kth nearest neighbors, and logistic regression. A short introduction 
to each of these techniques is provided below. 
 
Decision Tree (DT) 
 
Decision Tree is a non-parametric and supervised machine learning technique. DT can be used both in classification tasks and regression 
applications (CART). DT possesses a hierarchical tree structure comprising of the root node, internal nodes, and the leaf nodes. Each level of nodes 
is connected by branches. Applications of DT related to cancer prediction can be seen in various prior research work. Venkatesan and Velmurugan 
(2015) used Classification and Regression Trees (CART) to classify breast cancer. In another study, Sathiyanarayanan et al (2019) also used DT 
approach to detect cancer patients. Naik and Patel (2014) used DT to detect brain tumors and classify brain cancer. These authors compared their 
performances with the Naïve Bayes approach and find the DT approach outperforms the other to classify brain cancer.  As Lewis (2000) shows, 
CART has advantages over other classification techniques. As CART does not make parametric assumptions, it can handle data with even skewed 
distributions. Another advantage is the ability to handle classification in the presence of missing values. In this study, DT considers all the subject 
features and selects the most appropriate variable to select as the root node that splits the rest of the attributes in an optimal way. Recursively, the 
next best attribute is selected from the rest of attributes from the dataset to form the decision tree.  

kth Nearest Neighbors (kNN) 
 
K Nearest Neighbor (kNN) is considered as one of the simplest, but effective classification algorithms. kNN attempts to assign the related class 
(whether the subject has a cancer or doesn’t) of a given subject (point) by calculating the proximity from the novel subject to each of the subjects in 
the dataset. The decision of being a cancer subject or not is decided based on the majority of the subjects’ class out of k subjects. In this distance 
calculation, kNN uses different distance metrics including Euclidian, Manhattan, Mahalanobis, and Chebyshev distances, though the Euclidian 
being the most frequently used one. Among the many advantages of kNN are simplicity, versatility, and higher accuracy, while some of the 
disadvantages include larger prediction time for larger dataset and the sensitivity of the prediction accuracy for the scale of data. When using kNN, 
the value of k plays an important role. When selecting the appropriate k, identification of both training error and the validation of kNN model is 
important (Moldagulova and Sulaiman, 2017).  Application of kNN in cancer research can be found in the literature related to various canver types 
including Lung cancer (Anil Kumar, et al., 2022), Breast (Fatima, et al., 2020; Taghizadeh et. al., 2022), Oral cavity (Braz et al., 2022), and 
Cervical (Al Mudawi at. al., 2022). 

Logistic Regression (LR) 

Logistic regression estimates the probability of a subject having cancer based on the given features of the subject. In this study, the dependent 
variable (Y) is of binary nature (0-the subject does not have cancer, 1- the subject has cancer).  With logistic regression a logit transformation is 
applied on the odds, that is the ration of the probability of the patient having cancer (p) and the probability that the subject does not have cancer (1-
p). This is commonly known as the log odd and is presented by the following equation. 

 , here X, the predictor represents is the set of factors related to each subject. 

 
Here, Y is the outcome that the subject has cancer (Y=1), and the subject does not have cancer (Y=0). β1 represents the regression coefficient, the 
change in the logarithm of the odd ratio of the event with a 1-unit change in the predictor X.  
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Checking the accuracy of the models 

In this study two criteria were used to measure the effectiveness of each of the above models. These two criteria are based on the confusion matrix 
shown in figure 4. The notations are defined as follows: 

 

 

 

 

 

 

 

 

 

 

 
 
Then, the recall and accuracy are .lo09-[-[[-- based as follows. 

 

 

 
 

Both accuracy and recall values take values from 0 (or 0%) to 1 (100%). Higher values of the above indicate the goodness of the model. 
In this study, we trained each of the machine learning models using randomly selected subsets of data (training set) and the model is tested from the 
remainder subset (testing set) of the dataset. Furthermore, we varied the training dataset and measured both accuracy and recall values for each 
case. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Results and Discussion 
 
Table 2 shows the descriptive statistics of the selected features of subjects we selected for this study. Based on this data, Age (-0.52) and 
Menopause (-0.47) indicate the lowest negative correlation with ovarian cancer, while ALB (0.35) and LYM% (0.31) show the highest positive 
correlation. Figure 5 illustrates the distribution of ALB between the cancer subjects (1) and non-cancer (0) subjects. According to Figure 5, though 
both distributions of ALB for those with cancer and non-cancer are left skewed, the mean ALB of those who do not have ovarian cancer is shifted 
to the left compared to the other distribution. 

These selected models were trained using a randomly selected subset of the data. The accuracy of the models was measured using the remainder 
subset of the dataset. To identify the ideal training and testing data ratio, we varied this ratio and measured the performance for each case. Table 3 
shows the performances of each model with the training and testing sets of data with proportions of 20%:80%, 30%:70%, and 40%:60% training to 
testing datasets.  

According to the obtained observations, the performances of each model with the training sets are better than those of the respective testing sets. 
We want to select the model that performs well with the testing dataset. Also, we do not want our model to perform well with the training data and 
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Figure 4: Confusion Matrix 3 
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Table 2: Descriptive Statistics of the selected features 

Features Meaning Mean Stdev Min 25% 50% 75% Max 

CA125 Carbohydrate antigen 125 314.76 698.07 4.48 20.51 49.14 279.30 4468.00 

HE4 human epididymis protein 4 183.88 374.29 16.71 42.39 54.46 164.55 3537.60 

PLT platelet count 254.04 94.90 74.00 200.50 235.00 291.00 868.00 

CA19-9 Carbohydrate antigen 19-9 35.65 65.84 0.60 8.43 15.11 35.65 566.10 

AG Age 45.04 15.21 15.00 32.50 45.00 57.00 83.00 

ALP Alanine aminotransferase 77.04 44.48 26.00 60.00 71.00 85.50 763.00 

AFP Alkaline phosphatase 4.48 27.72 0.61 1.67 2.41 3.69 508.00 

CEA Carcinoembryonic antigen 2.71 8.85 0.20 0.84 1.38 2.27 138.80 

CA72-4 Carbohydrate antigen 72-4 8.46 11.58 0.20 8.46 8.46 8.46 131.60 

LYM% lymphocyte ratio 26.23 10.25 3.90 19.15 26.60 33.00 51.60 

NEU neutrophil ratio 66.27 9.94 37.20 61.75 66.27 70.95 92.00 

AST Aspartate aminotransferase 19.06 8.09 7.00 14.00 18.00 22.00 78.00 

MNP Menopause 0.34 0.48 0.00 0.00 0.00 1.00 1.00 

ALB albumin 41.19 5.55 22.00 38.50 42.00 45.15 51.50 

GGT Gama glutamyl transferase 21.34 18.15 4.00 12.00 16.00 23.00 176.00 

TBIL total bilirubin 9.10 4.15 2.50 6.30 8.60 10.70 38.30 

HGB hemoglobin 125.21 15.71 61.80 118.00 127.00 135.00 189.00 

IBIL Indirect bilirubin 5.99 2.96 1.00 4.00 5.50 7.25 28.40 

UA uric acid 243.05 68.83 96.00 199.70 234.10 275.95 632.00 

LYM# Lymphocyte count 1.56 0.56 0.35 1.19 1.51 1.87 3.49 

PDW Platelet distribution width 14.36 3.00 8.80 11.90 13.80 16.80 22.80 

Figure 5: Distribution of ALB between cancer and non-cancer subjects 
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poorly with the testing data. Based on Figure 6, the logistic regression model showcases 91% accuracy when predicting ovarian cancer, with 80% 
of the data selected randomly from the dataset as the training data. When this model predicts ovarian cancer patients with the remaining 20% of 
testing data, the accuracy drops slightly to 87%. With the same training and testing datasets, logistic regression indicates a recall value of 96% for 
the training and 97% for the testing data. When 70% of data is randomly selected for the training data and 30% for the testing data, the logistic 
regression model shows 93% and 86% accuracy with training and testing data. Similarly, for the 60% to 40% training to testing data, this model 
indicates 94% to 87% accuracies and 96% to 97% recall values with training to testing data.  

When the decision tree model is considered, for all three ratios of training to testing samples, both accuracies and recall values for training data are 
recorded at 100%. Then, with testing data, the accuracy values drop to 78%, 77%, and 83% with 80%:20%, 70%:30%, and 60%:40% training-to-
testing ratios. For the same case, testing recall values drop to 79%, 77%, and 78%, respectively.  

With the kNN model, for the 80%:20%, 70%:30%, and 60%:40% sample ratios, training accuracies are 87%, 86%, and 87%, and testing accuracies 
are 78%, 77%, and 78%, respectively. For each ratio of training samples, kNN record 93% recall values. Testing recall values for this model are 
91%, 96%, and 96%.   

Logistic regression records the highest testing accuracies and recall values by considering the above experimental findings. In addition, logistic 
regression shows a minimal difference in the performance between training and testing data compared to the rest of the models. The decision tree 
records the highest training accuracies and recall values, but the testing performances dropped significantly compared to the training values. kNN 
indicates better performances than the decision tree but not to the level of a logistic regression model. Furthermore, with logistic regression, the 
accuracy increases with the increment of the sample size of the training data and shows the optimal with 40%: 60% of training to testing data sets.  

These selected models were trained using a randomly selected subset of the data. The accuracy of the models was measured using the remainder 
subset of the dataset. To identify the ideal training and testing data ratio, we varied this ratio and measured the performance for each case. Table 3 
shows the performances of each model with the training and testing sets of data with proportions of 20%:80%, 30%:70%, and 40%:60% training to 
testing datasets.  

According to the obtained observations, the performances of each model with the training sets are better than those of the respective testing sets. 
We want to select the model that performs well with the testing dataset. Also, we do not want our model to perform well with the training data and 
poorly with the testing data. Based on Figure 6, the logistic regression model showcases 91% accuracy when predicting ovarian cancer, with 80% 
of the data selected randomly from the dataset as the training data. When this model predicts ovarian cancer patients with the remaining 20% of 
testing data, the accuracy drops slightly to 87%. With the same training and testing datasets, logistic regression indicates a recall value of 96% for 
the training and 97% for the testing data. When 70% of data is randomly selected for the training data and 30% for the testing data, the logistic 
regression model shows 93% and 86% accuracy with training and testing data. Similarly, for the 60% to 40% training to testing data, this model 
indicates 94% to 87% accuracies and 96% to 97% recall values with training to testing data.  

When the decision tree model is considered, for all three ratios of training to testing samples, both accuracies and recall values for training data are 
recorded at 100%. Then, with testing data, the accuracy values drop to 78%, 77%, and 83% with 80%:20%, 70%:30%, and 60%:40% training-to-
testing ratios. For the same case, testing recall values drop to 79%, 77%, and 78%, respectively.  

With the kNN model, for the 80%:20%, 70%:30%, and 60%:40% sample ratios, training accuracies are 87%, 86%, and 87%, and testing accuracies 
are 78%, 77%, and 78%, respectively. For each ratio of training samples, kNN record 93% recall values. Testing recall values for this model are 
91%, 96%, and 96%.   

Logistic regression records the highest testing accuracies and recall values by considering the above experimental findings. In addition, logistic 
regression shows a minimal difference in the performance between training and testing data compared to the rest of the models. The decision tree 
records the highest training accuracies and recall values, but the testing performances dropped significantly compared to the training values. kNN 
indicates better performances than the decision tree but not to the level of a logistic regression model. Furthermore, with logistic regression, the 
accuracy increases with the increment of the sample size of the training data and shows the optimal with 40%: 60% of training to testing data sets.  

 
 
 

Table 3: Training data, testing data, accuracy, and recall values 

Model Training: 
Testing 

Training 
Accuracy 

Testing 
Accuracy 

Training 
Recall 

Testing 
Recall 

Logistic 20%:80% 91% 87% 96% 97% 

  30%:70% 93% 86% 96% 98% 

  40%:60% 94% 87% 97% 99% 

Decision Tree 20%:80% 100% 78% 100% 79% 

  30%:70% 100% 77% 100% 77% 

  40%:60% 100% 83% 100% 78% 

kNN 20%:80% 87% 78% 93% 91% 

  30%:70% 86% 77% 93% 96% 

  40%:60% 87% 78% 93% 96% 
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Conclusion 
 
Ovarian cancer has created a global health matter resulting in one fourth of all gynecological cancers. Therefore, studies conducted to prevent this 
cancer have a significant importance. This study aimed to classify whether subjects have ovarian cancer or not based on their selected features. 
Using a publicly available dataset consisting of subjects with ovarian cancer and some without cancer, and their 335 related variables, 49 features 
are selected for this study. Three models, Decision tree, kth Nearest Neighbor, and Logistic Regression models were trained by selecting a random 
sample of training datasets and testing the accuracy of the model using the remainder of the dataset. Two performance indicators, accuracy and 
recall values were calculated for each model with varied training to testing sample ratios. Based on experimental findings, logistic regression model 
outperformed the other two models recording 78% accuracy and 99% recall values to predict ovarian cancer patients. Kth Nearest Neighbor method 
perform better than the Decision Tree model, though not to the same level as Logistic Regression to predict the ovarian cancer in this study. 

According to this study and other previously conducted studies, it is clear that not all models perform equally well across all the performance 
indicators and all datasets. Therefore, it is essential to implement different models and measure the classification performance for a given dataset 
before selecting the best performer.  

The authors identify some of the limitations of this study and would like to correct them in a similar future study. This study utilized only three 
machine learning models, though other competitive models exist. It would be good to compare the performances with other models to compare the 
performances. Moreover, we used only two performance indicators, namely accuracy and recall values, though other available indicators based on 
the confusion matrix exist. Even with these identified imitations, the model we developed can be effectively used in predicting ovarian cancer in the 
future with the availability of the feature set of new patients. 
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