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ABSTRACT

A method is presented for determining the effects of time dependence, axial diffusion, and axial migration in a parallel-plate electrochemical reactor (PPER). The method consists of formulating the governing equations and applying a numerical integration technique to solve a set of time-dependent, nonlinear, coupled, multidimensional equations. This formulation reveals that the steady-state performance of the PPER depends on the cell potential and three dimensionless groups. Predictions of the concentration, potential, and local current distributions in a PPER are presented by using a combination of implicit stepping in the axial direction (2) and Newman’s technique (3, 4) in the normal direction. If the electrodes are not close together, the material balance equation consists of a set of coupled, nonlinear PDE’s that contain second-order derivatives in both the normal and axial directions and cannot, therefore, be solved using the same technique as before (1). The problem can, however, be solved by using a relatively simple, direct numerical integration technique (5) that combines the implicit alternating direction (IAD) algorithm (2, 6-10) with Newman’s technique. This IAD-Newman technique can be used to follow the concentration change in a cylindrical catalyst pellet for a nonisothermal, irreversible series reaction (5) and can be applied to electrochemical systems, as discussed here. The IAD-Newman technique is shown to have the advantage of predicting the time-dependent behavior as well as the steady-state behavior of a PPER. Also, the effects of axial diffusion and axial migration are assessed by comparing the model predictions of conversion per pass, and concentration, potential, and current distributions for small and large aspect ratios (i.e., α = S/L on the order of 1) in a PPER used for the electrowinning of copper from an aqueous, hydrochloric acid solution. These predictions show that axial diffusion and axial migration are significant when the aspect ratio (i.e., the ratio of electrode separation to electrode length) is greater than 0.5.

White et al. (1) presented a model of a parallel-plate electrochemical reactor (see Fig. 1) that has electrodes that are close together. In that model, the effects of axial diffusion and axial migration were unimportant because the distance between the electrodes was assumed to be much smaller than the length of the electrodes. Their model consists of coupled, nonlinear partial differential equations (PDE’s) which can be integrated numerically by using a combination of implicit stepping in the axial direction (5) and Newman’s technique (3, 4) in the normal direction.

If the electrodes are not close together, the material balance equation consists of a set of coupled, nonlinear PDE’s that contain second-order derivatives in both the normal and axial directions and cannot, therefore, be solved using the same technique as before (1). The problem can, however, be solved by using a relatively simple, direct numerical integration technique (5) that combines the implicit alternating direction (IAD) algorithm (2, 6-10) with Newman’s technique. This IAD-Newman technique can be used to follow the concentration change in a cylindrical catalyst pellet for a nonisothermal, irreversible series reaction (5) and can be applied to electrochemical systems, as discussed here. The IAD-Newman technique is shown to have the advantage of predicting the time-dependent behavior as well as the steady-state behavior of a PPER. Also, the effects of axial diffusion and axial migration are assessed by comparing the model predictions of conversion per pass, and concentration, potential, and current distributions for small and large aspect ratios (i.e., α = S/L on the order of 1) in a PPER used for the electrowinning of copper from an aqueous, hydrochloric acid solution.

Model Equations

The dimensionless model equations for a PPER are shown in Table I, where η and ζ are the dimensionless normal and axial directions, respectively, and subscript j is the number corresponding to a particular electrode reaction. The material balance equation for species i is shown as Eq. [1-1]. The governing equation for the potenti...
Table I. Dimensionless governing equations, boundary, and initial conditions for the time-dependent PPER model

For 0 < \eta < 1 and 0 < \xi < 1 and t > 0 (governing equations)

\[ \frac{\partial \theta_i}{\partial \eta} = -3\text{Pe}_a \frac{D_{i0}}{D_i} \left( \eta - \theta - \theta_i \right) \frac{\partial \theta_i}{\partial \xi} + \frac{\partial^2 \theta_i}{\partial \xi^2} + \frac{\partial \theta_i}{\partial \eta} \]

+ \frac{zF}{RT} \left( \frac{\partial \phi_i}{\partial \xi} + \frac{\partial \phi_i}{\partial \eta} \right) \left( \frac{\partial \phi_i}{\partial \xi} - \frac{\partial \phi_i}{\partial \eta} \right) \left( \frac{\partial \phi_i}{\partial \xi} \theta_i + \frac{\partial \phi_i}{\partial \eta} \right) \]

+ \sum_j z_i \phi_j \left( \frac{\partial \phi_j}{\partial \eta} \right) \theta_i + \sum_j z_i \phi_j \left( \frac{\partial \phi_j}{\partial \eta} \right) \theta_i \]

\[ \frac{\partial N_{i0}}{\partial \eta} \bigg|_{x = 0} = \frac{1}{\Delta x} \left( N_{i0} \right)_{x = -L} - \nu_x \phi_i \left( \theta \right) \]

Substituting Eq. [3] into Eq. [1] yields a time-dependent, two-dimensional boundary condition for the inlet of the reactor

\[ \frac{\partial \phi_i}{\partial \eta} \bigg|_{x = 0} = -\frac{\partial N_{i0}}{\partial \eta} \frac{1}{\Delta x} \left( \Delta \phi \right)_{x = 0} - \frac{1}{\Delta x} \left( N_{i0} \right)_{x = 0} - \phi_i \left( \theta \right) \]

where \( N_{i0} \) and \( N_{i0} \) are the x-component and y-component of the flux equation, respectively

\[ \frac{\partial N_{i0}}{\partial \eta} \frac{1}{\Delta x} \left( \Delta \phi \right)_{x = 0} = \frac{1}{\Delta x} \left( N_{i0} \right)_{x = 0} - \phi_i \left( \theta \right) \]

This boundary condition accounts for mass transfer in the axial direction across the entrance boundary (x = 0), as well as mass transfer in the normal direction (y) from one electrode to another. Substituting Eq. [3] and [6] into Eq. [4] and putting the resultant equation in dimensionless form yields

\[ \frac{\partial \phi_i}{\partial \eta} \bigg|_{x = 0} = -\frac{3\text{Pe}_a \frac{D_{i0}}{D_i} \left( \eta - \theta - \theta_i \right) \frac{\partial \theta_i}{\partial \xi} + \frac{\partial^2 \theta_i}{\partial \xi^2} + \frac{\partial \theta_i}{\partial \eta} \cdot \frac{zF}{RT} \left( \frac{\partial \phi_i}{\partial \xi} + \frac{\partial \phi_i}{\partial \eta} \cdot \frac{\partial \phi_i}{\partial \xi} - \frac{\partial \phi_i}{\partial \eta} \right) \left( \frac{\partial \phi_i}{\partial \xi} \theta_i + \frac{\partial \phi_i}{\partial \eta} \theta_i \right) \]

+ \sum_j z_i \phi_j \left( \frac{\partial \phi_j}{\partial \eta} \right) \theta_i + \sum_j z_i \phi_j \left( \frac{\partial \phi_j}{\partial \eta} \right) \theta_i \]

where \( \theta_i \) is the concentration of species i in the feed stream and is equal to one when the feed concentrations are the same as the reference or initial concentrations, as is the case here. Consideration of Eq. [7] shows that it reduces to the inlet conditions \( \theta_i(\xi = 0) = \theta_i(\theta) \) used by White et al. (1) when \( \alpha \) is small, \( \frac{\partial \theta_i}{\partial \eta} = 0 \), and \( N_{i0} = 0 \).

A boundary condition for the outlet of the reactor can be derived similarly by starting with a material balance on species i at \( x = L \)

\[ \frac{\partial \phi_i}{\partial \eta} \bigg|_{x = L} = -\frac{\partial N_{i0}}{\partial \eta} \frac{1}{\Delta x} \left( \Delta \phi \right)_{x = 0} - \frac{1}{\Delta x} \left( N_{i0} \right)_{x = 0} - \phi_i \left( \theta \right) \]

Again, the term \( \partial N_{i0} / \partial x \) evaluated at \( x = L \) may be approximated by

\[ \frac{\partial N_{i0}}{\partial x} \bigg|_{x = L} = -\frac{1}{\Delta x} \left( N_{i0} \right)_{x = L} \]

where \( N_{i0} \) is equal to \( \phi_i(x = L, y, t) \). This balance is based on the assumption that there is no axial diffusion and migration involved beyond \( x = L \). This condition, which is often referred to as the "closed-end" boundary condition (12), is satisfied if the reactor empties into a well-mixed tank, for example. This being assumed, Eq. [9] can be written as

\[ \frac{\partial N_{i0}}{\partial x} \bigg|_{x = L} = \frac{1}{\Delta x} \left( \phi_i(x = L, y, t) - N_{i0} \right) \]

Substituting Eq. [10] into Eq. [8] yields a boundary condition for the outlet of the reactor as follows

\[ \frac{\partial \phi_i}{\partial \eta} \bigg|_{x = L} = -\frac{\partial N_{i0}}{\partial \eta} \frac{1}{\Delta x} \left( \Delta \phi \right)_{x = L} - \frac{1}{\Delta x} \left( \phi_i(x = L, y, t) - N_{i0} \right) \]

that the electrode reactions occur at \( \eta = 0 \) and \( \eta = 1 \). Equation [1-7] can be obtained by writing the following dimensional material balance equation

\[ \frac{\partial N_i}{\partial t} \bigg|_{x = 0} = -\frac{\partial N_{i0}}{\partial y} \bigg|_{x = 0} - \frac{\partial N_{i0}}{\partial x} \bigg|_{x = 0} \]

and approximating the term \( \partial N_{i0} / \partial x \) evaluated at \( x = 0 \) as follows

\[ \frac{\partial N_{i0}}{\partial x} \bigg|_{x = 0} = \frac{1}{\Delta x} \left( N_{i0} \right)_{x = 0} - \nu_x \phi_i \left( \theta \right) \]

\[
\frac{S^2}{D_i} \frac{\partial \theta_i}{\partial t} = \frac{\alpha^2}{\Delta \xi} \frac{\partial \theta_i}{\partial z^2} + \frac{\partial^2 \theta_i}{\partial \eta^2} + \frac{z_F}{RT} \left[ \frac{\alpha^2}{\Delta \xi} \frac{\partial \Phi}{\partial z^2} + \frac{\partial \Phi}{\partial \eta^2} + \frac{\partial \theta_i}{\partial \eta} + \frac{\partial \theta_i}{\partial \eta} \right] \tag{12}
\]

Additional discussion of the inlet and outlet boundary conditions is given by Nguyen (13).

**Solution Technique**

The set of partial differential equations in Table I can be solved using the IAD-Newman technique (5). The implementation of the IAD-Newman technique requires two finite difference equations for each differential equation, which are used in turn over successive half-time steps. During the first half-time step, the first equation is implicit in one direction (\(\xi\), for example), and during the remaining half-time step the second equation is implicit in the other direction (i.e., \(\eta\), the normal direction). Thus, the unsteady-state material balance equation (Eq. [1-1] in Table I) can be written at the first half-time step

\[
\frac{S^2}{D_i} \frac{\partial \theta_i}{\partial \xi^2} = -3Pe \frac{D_i}{D_i} (\eta - \eta^*) \frac{\partial \theta_i}{\partial \eta} + \frac{\alpha^2}{\Delta \xi} \frac{\partial \theta_i}{\partial z^2} + \frac{\partial \theta_i}{\partial \eta^*} + \frac{z_F}{RT} \left[ \frac{\alpha^2}{\Delta \xi} \frac{\partial \Phi}{\partial z^2} + \frac{\partial \Phi}{\partial \eta^*} + \frac{\partial \theta_i}{\partial \eta} + \frac{\partial \theta_i}{\partial \eta} \right] \tag{3}
\]

and at the second half-time step

\[
\frac{S^2}{D_i} \frac{\partial \theta_i}{\partial \xi^2} = -3Pe \frac{D_i}{D_i} (\eta - \eta^*) \frac{\partial \theta_i}{\partial \eta} + \frac{\alpha^2}{\Delta \xi} \frac{\partial \theta_i}{\partial z^2} + \frac{\partial \theta_i}{\partial \eta^*} + \frac{z_F}{RT} \left[ \frac{\alpha^2}{\Delta \xi} \frac{\partial \Phi}{\partial z^2} + \frac{\partial \Phi}{\partial \eta^*} + \frac{\partial \theta_i}{\partial \eta} + \frac{\partial \theta_i}{\partial \eta} \right] \tag{13}
\]

where * and ** designate the dependent variables for the first and second half-time step: the lack of a * superscript indicates previous time-step or starting values. The derivatives in Eq. [13] and [14] are expressed in finite difference expressions according to the superscript designation. It is important to point out that, in this work, the concentration of each species \(i\) (the term \(\theta_i\) not part of the derivatives) in Eq. [13] and [14] was treated as unknown at each half-time step [as suggested in Ref. (5)] and then treated as shown in Eq. [13] and [14], and it was found that both approaches yield the same results. However, in the latter approach, convergence can be obtained with fewer iterations.

**Table II. Implementation scheme for IAD-Newman solution to PPER equations**

<table>
<thead>
<tr>
<th>First half-time step [implicit in (\xi) direction]</th>
<th>(\xi = 0) (anode)</th>
<th>(\xi = 1) (cathode)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(S^2 \frac{\partial \theta_i}{\partial \xi^2} = -3Pe \frac{D_i}{D_i} (\eta - \eta^<em>) \frac{\partial \theta_i}{\partial \eta} + \frac{\alpha^2}{\Delta \xi} \frac{\partial \theta_i}{\partial z^2} + \frac{\partial \theta_i}{\partial \eta^</em>} + \frac{z_F}{RT} \left[ \frac{\alpha^2}{\Delta \xi} \frac{\partial \Phi}{\partial z^2} + \frac{\partial \Phi}{\partial \eta^*} + \frac{\partial \theta_i}{\partial \eta} + \frac{\partial \theta_i}{\partial \eta} \right] )</td>
<td>([1])</td>
<td>([1])</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second half-time step [implicit in normal ((\eta) direction)</th>
<th>(\eta = 0) (anode)</th>
<th>(\eta = 1) (channel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S^2 \frac{\partial \theta_i}{\partial \xi^2} = -3Pe \frac{D_i}{D_i} (\eta - \eta^<em>) \frac{\partial \theta_i}{\partial \eta} + \frac{\alpha^2}{\Delta \xi} \frac{\partial \theta_i}{\partial z^2} + \frac{\partial \theta_i}{\partial \eta^</em>} + \frac{z_F}{RT} \left[ \frac{\alpha^2}{\Delta \xi} \frac{\partial \Phi}{\partial z^2} + \frac{\partial \Phi}{\partial \eta^*} + \frac{\partial \theta_i}{\partial \eta} + \frac{\partial \theta_i}{\partial \eta} \right] )</td>
<td>([2])</td>
<td>([2])</td>
</tr>
</tbody>
</table>

| \(S^2 \frac{\partial \theta_i}{\partial \xi^2} = -3Pe \frac{D_i}{D_i} (\eta - \eta^*) \frac{\partial \theta_i}{\partial \eta} + \frac{\alpha^2}{\Delta \xi} \frac{\partial \theta_i}{\partial z^2} + \frac{\partial \theta_i}{\partial \eta^*} + \frac{z_F}{RT} \left[ \frac{\alpha^2}{\Delta \xi} \frac{\partial \Phi}{\partial z^2} + \frac{\partial \Phi}{\partial \eta^*} + \frac{\partial \theta_i}{\partial \eta} + \frac{\partial \theta_i}{\partial \eta} \right] \) | \([3]\) | \([3]\) |
Table II illustrates the implementation of the IAD-Newman technique to the complete set of governing equations shown in Table I. Grid Eq. [1] shows that the unknowns along the electrodes are set equal to their values at the beginning of the time step (i.e., \( \Phi^* = 0 \) and \( \Phi^* = 0 \)). This is done because the boundary conditions for the electrodes contain derivatives in the \( \eta \) direction only and are satisfied in the next half-time step (implicit in the \( \eta \) direction, grid Eq. [5] and [7]). Similarly, grid Eq. [2], [3], and [4] show that the previous half-time step values of the concentration and potential are used only for the finite difference expressions for the derivatives in the radial direction and for half of the expression in the time derivative. The equations for the second half-time step treat the derivatives in the radial direction implicitly. Note that at the anode and cathode, grid Eq. [5] and [7] do not include any previous values from the intermediate half-time step. On the other hand, the grid Eq. [6] and [9] applied at the inlet and exit of the reactor include intermediate half-time step values in the axial direction derivatives and in the time derivative. Grid Eq. [8] also includes intermediate values for the axial and time-dependent derivatives in the same manner as grid Eq. [5] includes the previous half-time step values.

After formulating the equations as shown in Table II the numerical integration is accomplished by applying Newman's BAND(J) (14) first at the anode (i.e., using the grid Eq. [1]) with \( J = 1 \) and \( J = NJ \) corresponding to \( \xi = 0 \) and \( \xi = 1 \), respectively. Then BAND(J) is applied successively at each row of mesh points using grid Eq. [2], [3], and [4] up to and including the cathode using grid equation [1] with \( J = 1 \) and \( J = NJ \) again corresponding to \( \xi = 0 \) and \( \xi = 1 \), respectively. Note that each application of BAND(J) during these first half-time steps is coupled in the radial direction through the previous time-step value and coupled in the axial direction through the dependent variables \( \Phi^* \) and \( \Phi^* \).

For the second half-time step, the numerical integration is accomplished by applying BAND(J) first at the inlet of the reactor using the grid Eq. [5], [6], and [7] with \( J = 1 \) and \( J = NJ \) corresponding to \( \eta = 0 \) and \( \eta = 1 \), respectively. Then BAND(J) is applied successively at each column of mesh points using grid Eq. [5], [8], and [7] up to and including the exit of the reactor using the grid Eq. [5], [9], and [7] with \( J = 1 \) and \( J = NJ \) again corresponding to \( \eta = 0 \) and \( \eta = 1 \). The values of the dependent variables \( \Phi^* \) and \( \Phi^* \) are the results at a full time-step and they constitute the previous time step values to be used at the next first half-time step.

As is the case for all finite difference techniques, the accuracy of the solution depends on the number of grid points used. For three-digit accuracy (this accuracy was obtained by adding additional mesh points in both the \( \eta \) and \( \xi \) directions and decreasing the time step size \( \Delta t \) until the results no longer changed to within three digits), the central processing unit (CPU) time for the model with the axial diffusion and migration terms included was 70-100 times longer than the time required to solve the model without the axial diffusion and migration terms. The total execution time was approximately 30,000 CPU seconds on a CDC-Cyber 170-825 with the axial diffusion and migration terms included.

**Results and Discussion**

The method can be used to solve the model equations for a typical parallel-plate system for the electrowinning of copper from an aqueous hydrochloric acid solution where the reaction at the anode is

\[
\text{CuCl}_2^- + 2\text{Cl}^- + e^- \rightarrow \text{Cu} + 3\text{Cl}^- \quad \text{(cathode, reaction 1)} \tag{15}
\]

and the reaction at the cathode is

\[
\text{CuCl}_2^- + e^- \rightarrow \text{CuCl}^- \quad \text{(cathode, reaction 2)} \tag{16}
\]

Table III gives the values of all fixed parameters used in the study of the model for these electrode reactions. The effects of axial diffusion and migration on the performance of a parallel-plate electrochemical reactor can be studied in terms of both their influence on conversion per pass and the concentration, potential, and local current density distributions. The steady-state values can be obtained with the time-dependent model by stepping through time until the results no longer change to within three digits. The dynamic behavior of the concentration distribution of the reactant \( \text{CuCl}_2^- \) in the electrochemical reactor as the system approaches steady state is demonstrated in Fig. 2 and 3 for the case of \( a = 1 \). Figure 2 shows the concentration distribution of \( \text{CuCl}_2^- \) in the reactor at time equal to 2 min and Fig. 3 shows a lower concentration distribution at steady state which occurs in 6.5 min, which is what would be expected during a start-up situation, since \( \text{CuCl}_2^- \) is consumed at both electrodes. It is interesting to note that, when \( a = 0.01 \), steady state was achieved in only 5 min, which may be an important consideration when testing control schemes with laboratory scale reactors.

**Effect of axial diffusion and migration on conversion.**—The conversion per pass of a species \( i \) (CPP) can be defined as (1)

\[
\text{CPP}_i = \left| \theta_{\text{diss}} - \theta_{\text{ave}}(t, \xi = 1) \right| \tag{17}
\]

According to the model equations in Table I, the steady-state value of CPP, is a function of four independent variables

\[
E_{\text{cell}} = (V_e - V_0) \tag{18}
\]

\[
\text{Pe}_a = \frac{2S_n a_v e}{D_n L} \tag{19}
\]
Fig. 2. Concentration distribution of CuCl$_2$$^-$ in the PPER at 2 min ($a = 1$, $Pe_a = 10$; $E_{cell} = 0.4$V).

Fig. 3. Concentration distribution of CuCl$_2$$^-$ in the PPER at steady state ($a = 1$, $Pe_a = 10$; $E_{cell} = 0.4$V).

and

$$\alpha^2 = \frac{S^2}{L^2} \qquad \text{[20]}$$

$Pe_a$ and $a^2$ are chosen instead of $Pe$ and $a$ because of the way they appear in the material balance equation (Eq. [I-1] in Table I). While $E_{cell}$ and the dimensionless groups $Pe_a$ and $a^2$ (see Table III) are always important, the dimensionless variable $a^2$ can be neglected when the distance between the electrodes $(S)$ is much smaller than the length $(L)$ of the electrodes, i.e., $S/L << 1$, [as done by White et al. (1)]. That is, the effects of axial diffusion and migration are negligible and can be ignored when the aspect ratio $(a = S/L)$ is small. In a simple model of a parallel-plate cell by Pickett (15), the quantity CPP$_i$ (Pickett's fractional conversion, $f_{p, i}$; his Eq. [5.44]) is defined as

$$CPP_i = 1 - \exp \left\{ -2.33 \left( \frac{A}{ReScWs} \right)^{0.23} \right\} \qquad \text{[22]}$$

After substitution of variables, Eq. [22] can be written as

$$CPP_i = 1 - \exp \left\{ -2.33 \left( \frac{Pe_a}{2} \right)^{0.23} \right\} \qquad \text{[23]}$$

This expression for CPP$_i$ is incomplete because it does not include the correct dependence of CPP$_i$ on important cell design variables such as the distance between the electrodes $(S)$ and the cell potential $(E_{cell})$. Furthermore, Eq. [23] is restricted to cases of very low conversion per pass because it is derived with the assumption of constant reactant concentration in the bulk solution.

Table IV shows a comparison between three models at various $Pe_a$: Pickett's model (15), the model of White et al. (1), which omits the effects of axial diffusion and axial migration, and this model. It is important to point out that the parallel plate model as presented by White et al. (1) does not include reactions occurring at the entrance points of the electrodes. However, by using the inlet boundary condition (Eq. [7]) derived in this work, with the axial diffusion and migration terms and the time-dependent term neglected, the model of White et al. (1) would then include reactions occurring at $\xi = 0$. The values for the model of White et al. (1) as given in Table IV have been corrected to include the entrance points of the electrodes by making an extra step down the reactor, which is equivalent to using the inlet boundary condition (Eq. [9]) directly. Uncorrected values are 1% lower.

It is possible to vary $a$ while holding $Pe_a$ and other independent variables constant, as shown in Table IV, by changing $L$ and $v_{avg}$. Note that as the aspect ratio $a$ increases, which is equivalent to increasing the effects of axial (back) mixing in the reactor, the predicted CPP$_i$ for CuCl$_2$$^-$ decreases. Consequently, the percentage error for neglecting the effects of axial diffusion and migration in predicting the conversion per pass can be as large as 11% at $a = 1$ for the case $Pe_a = 10$. However, for aspect ratios less than 0.5 the model of Ref. (1) is accurate to about 5%.

Table IV. The effect of axial diffusion and migration on the conversion-per-pass of the reactant CuCl$_2$$^-$. 

<table>
<thead>
<tr>
<th>$Pe_a$</th>
<th>$v_{avg}$ (cm/s)</th>
<th>$L$ (cm)</th>
<th>$\alpha$</th>
<th>Pickett's Model</th>
<th>Model $1^*$</th>
<th>Model $2^*$</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0360</td>
<td>10</td>
<td>0.01</td>
<td>0.549</td>
<td>0.606</td>
<td>0.606</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>0.00360</td>
<td>0.1</td>
<td>0.10</td>
<td>0.549</td>
<td>0.606</td>
<td>0.602</td>
<td>0.6</td>
</tr>
<tr>
<td>10</td>
<td>0.00180</td>
<td>0.5</td>
<td>0.50</td>
<td>0.549</td>
<td>0.606</td>
<td>0.585</td>
<td>3.6</td>
</tr>
<tr>
<td>10</td>
<td>0.000720</td>
<td>0.2</td>
<td>0.30</td>
<td>0.549</td>
<td>0.606</td>
<td>0.586</td>
<td>3.6</td>
</tr>
<tr>
<td>10</td>
<td>0.000360</td>
<td>0.1</td>
<td>1.00</td>
<td>0.549</td>
<td>0.606</td>
<td>0.548</td>
<td>10.6</td>
</tr>
<tr>
<td>25</td>
<td>0.09000</td>
<td>10</td>
<td>0.01</td>
<td>0.351</td>
<td>0.334</td>
<td>0.334</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>0.00900</td>
<td>1.0</td>
<td>1.00</td>
<td>0.351</td>
<td>0.334</td>
<td>0.327</td>
<td>2.1</td>
</tr>
<tr>
<td>50</td>
<td>0.18000</td>
<td>10</td>
<td>0.01</td>
<td>0.239</td>
<td>0.193</td>
<td>0.193</td>
<td>0.0</td>
</tr>
<tr>
<td>50</td>
<td>0.00918</td>
<td>0.1</td>
<td>0.10</td>
<td>0.239</td>
<td>0.193</td>
<td>0.196</td>
<td>1.5</td>
</tr>
<tr>
<td>100</td>
<td>0.36000</td>
<td>10</td>
<td>0.01</td>
<td>0.158</td>
<td>0.107</td>
<td>0.107</td>
<td>0.0</td>
</tr>
<tr>
<td>100</td>
<td>0.00360</td>
<td>0.1</td>
<td>1.00</td>
<td>0.158</td>
<td>0.107</td>
<td>0.111</td>
<td>3.6</td>
</tr>
</tbody>
</table>

Note: Values given above for models $1$ and $2$ are accurate to three significant figures.

* The model of White et al. (1).
% Present model.
% % Error = $100 \cdot |\text{Model 1} - \text{Model 2}|/\text{Model 2}$. 
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and its use is recommended for a considerable saving in computer time. It is coincidental here that the solutions from this work agree to a large extent with the solutions from Pickett's model (15) for the case Pea = 10. The agreement is limited for other cases. Note also that as Pea increases (by increasing the velocity of the electrolyte), the effects of axial diffusion and axial migration become less significant. It is interesting that at higher Pea (50 and 100) the effect of change α has an opposite effect on the conversion of the reactant, as compared to the cases of Pea = 10 and 25.

Effects of axial diffusion and migration on concentration, potential, and current density distributions.—The effects of axial diffusion and migration on the concentration distribution in the reactor are shown in Fig. 4 and 3 for the cases of α = 0.01 and α = 1. These figures show that as the aspect ratio α increases (i.e., as the effects of axial diffusion and axial migration increase) the concentration distribution in the reactor becomes more uniform. This is what one would expect as the effects of axial-diffusion and migration increase and cause the parallel-plate reactor to become well mixed. The same effects are observed with the potential distribution in the reactor and the local current density distribution along the surface of the electrodes, as shown in Fig. 5, 6, and 7.

Figure 6, for the case of significant axial diffusion and migration (α = 1), shows a more uniform potential distribution and a smaller potential drop from the entrance to the exit of the reactor than that shown in Fig. 5 for α = 0.01. Figure 7 clearly illustrates the effects of axial diffusion and migration on the distribution of the local current density along the anode. (The current density distribution for the cathode is the same, but opposite in sign.) Note the more uniform current density distribution for α = 1 (Fig. 7).

The effects of axial (upstream) diffusion and axial migration on the concentration distribution at the entrance of the reactor can be observed by comparing Fig. 4 and 3. Without the effects of upstream diffusion and migration (that is, when α = S/L is very small) the concentration of each species i in the bulk solution at the entrance of the reactor approaches its feed concentration, as expected. Exceptions to this condition are regions very close to the
surface of the electrodes where there is a large normal ($\eta$) concentration gradient as the result of reactions occurring at the end points of the electrodes.

**Conclusions**

The comparative analysis of the effects of axial diffusion and migration on the parallel-plate reactor shows that when the aspect ratio $\approx 0.5$ the effects of axial diffusion and migration should be included to obtain accurate results. It is found that for an aspect ratio less than 0.5, these effects may be neglected, which results in considerable savings in computer time. Finally, the time-dependent model and the IAD-Newman technique presented here may be a useful design tool for investigating the effects of various design characteristics on the dynamic behavior and the performance of the reactor.
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**LIST OF SYMBOLS**

- $A$: electrode area of electrochemical reactor (cm$^2$)
- $c_i$: concentration of species $i$ (mol/cm$^3$)
- $c_{i, feed}$: concentration of species $i$ in the feed stream (mol/cm$^3$)
- $c_{i,s}$: concentration of species $i$ at the electrode surface (mol/cm$^3$)
- $c_{i,ref}$: concentration of species $i$ in the initial feed stream (reference) (mol/cm$^3$)
- $D_i$: diffusion coefficient of species $i$ (cm$^2$/s)
- $D_L$: diffusion coefficient of limiting reactant, cm$^2$/s
- $E_{cell}$: cell potential ($V_{a} - V_{c}$) (V)
- $F$: Faraday's constant (96,487 C/mole of electrons)
- $I_{avg}$: average current density (A/cm$^2$)
- $i_{nj}$: normal component of current density due to reaction $j$ (A/cm$^2$)
- $i_{o,j,ref}$: exchange current density of reaction $j$ at reference concentrations (A/cm$^2$)
- $L$: electrode length (cm)
- $N_i$: number of electrons involved in reaction $j$
- $N_j$: flux vector of species $i$ (mol/cm$^3$/s)
- $N_{nj}$: normal component of the flux (y-direction) of species $i$ (mol/cm$^3$/s)
- $N_{nj}$: flux of species $i$ in the $x$-direction (mol/cm$^3$/s)
- $P_e$: Peclet number ($= 2S v_p / D_a$)
- $q_{0j}$: cathodic reaction order of species $i$ in reaction $j$
- $R$: gas law constant (8.314 J/mol/K)
- $s_{0j}$: stoichiometric coefficient of species $i$ in reaction $j$
- $S$: electrode gap (cm)
- $t$: time (s)
- $T$: temperature (K)
- $U_{ref}$: open-circuit potential of reaction $j$ at reference conditions (V)
- $v_{avg}$: average velocity of the electrolyte (cm/s)

**Greek characters**

- $\alpha$: aspect ratio $S/L$
- $\alpha_{nj}$: anodic transfer coefficient for reaction $j$
- $\alpha_{cj}$: cathodic transfer coefficient for reaction $j$
- $\xi$: dimensionless axial coordinate ($x/L$)
- $\xi$: dimensionless normal coordinate ($y/S$)
- $\eta$: dimensionless normal coordinate ($y/c_{i,ref}$)
- $\nu$: kinematic viscosity (cm$^2$/s)
- $\dot{\xi}$: dimensionless reaction rate parameter
- $\Phi$: solution potential (V)
- $\Phi_{an}$: solution potential at the anode (V)
- $\Phi_{cn}$: solution potential at the cathode (V)

**Subscripts**

- $i$: number corresponding to a particular chemical species
- $j$: number corresponding to a particular electrode reaction
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