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CHAPTER 1 

INTRODUCTION 

1.1 FINITE CONTROL SET MODEL PREDICTIVE CONTROL 

Finite Control Set Model Predictive Control (FCS-MPC) is an optimization-based 

control approach that minimizes a cost function to optimize system behavior. MPC offers 

many advantages: in particular it makes it easy to handle multiple control objectives, 

which can be represented by a multi-term cost function. The inclusion of nonlinearities 

and constraints in the control law is straightforward. The MPC techniques applied to 

power converters have been classified into two main categories [1]-[3]: Continuous 

Control Set MPC and Finite Control Set MPC. In the first category, a modulator is used 

to generate gate signals and the control signal is continuous [4]-[7]. In the second 

category, FCS-MPC solves a multi-objective optimization problem by making an 

exhaustive search over a finite control set and determining the optimal control action. The 

main advantage of FCS-MPC lies in the direct application of the control action to the 

converter without requiring a modulation stage. 

A power converter can be modeled as a discrete system with a finite number of 

possible states and MPC uses this discrete model of the system to predict the future 

evolution of the controller variables [8]-[13]. Future values of control variables are 

calculated by using prediction equations for each possible switching state and these 

predictions are used to calculate the errors with respect to the reference values. The user-
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defined cost function, which is a function of these errors, is calculated for all possible 

switching states to determine the optimal switching combination. This optimal switching 

combination, which represents the optimal control action, is applied to the converter for 

the next time interval [14]-[18]. The user-defined cost function is usually a multi-

objective cost function, so that more than one control objectives can be achieved 

simultaneously. Note that, in order to implement a multi-objective controller using 

conventional linear control technique, a multi-loop controller is typically required with all 

the associated complications. In MPC, different control objectives can be controlled 

simultaneously using a single control loop. Since MPC does not use a modulator and a 

change of switching state does not occur at every sampling time, the system has a 

variable switching frequency. Different control objectives can be introduced in the cost 

function, such as output load current control, reduction of the switching frequency and 

minimization of instantaneous reactive power [19]-[23]. The future values of the state of 

the system are predicted for a single predefined horizon. The working principle of MPC 

is shown in Figure 1.1 for the case of a single control objective and a one-time-step 

horizon. A variable x is required to follow a reference x*. A time tk  all possible future 

states are calculated by applying to the system model for all possible control variables. 

The control action that provides the minimum error is selected for the tk-tk+1  time 

interval. 

The optimal action is determined by minimizing the cost function and the whole 

process is repeated again for each sampling instant considering the new measured data. 

All possible switching states are evaluated to determine the best-suited switching 

combination and the so-determined optimal switching state is selected for the next time 
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interval. The number of calculations required is directly related to the number of possible 

switching states. In case of three-phase voltage source inverter, there are eight possible 

switching states and calculating predictions for the eight possible switching states is a 

manageable task. But in case of DMC or multi-level converter, real-time implementation 

of the MPC algorithm may be problematic given the large number of possible switching 

states and consequently the large amount of calculations required. 

kt k 1t +

p
1x (u )

p
2x (u )

Lowest 
Error

p
3x (u )

p
nx (u )Ts

Reference

Future Values
for all Control

Actions

k 1t −

NowPast Future

*g x (k 1) x(k 1)= + − +

Cost 
Function

2u : Optimal Control Action
Ts : Sampling period

Reference 
Value

Predicted 
Value

p
nx (u ) : Predicted value for 

control action

 
Figure 1.1: Working principle of model predictive control  

 

Although the theory of MPC was developed in the 1970s, its application in power 

electronics and drives is more recent due to the high computation burden. The fast 

microcontrollers available in the last decade have triggered research in new control 

schemes for power converter systems, such as MPC. For this application, the 

optimization problem is made easier by the discrete nature of power converters. Fast 

digital control platforms make online optimization process possible and solving online 

optimization problem by using the finite number of switching states is a real possibility. 

The design of finite control set model predictive control consists of the following steps: 
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1) Modeling of power converter with finite states 

2) Derivation of the relationship between switching states and control variables 

3) Design of cost function that represents the desired system behavior 

4) Development of an algorithm that finds the switching state that minimizes the 

cost function 

In general, these four steps can be used to design a model predictive controller. 

The general model predictive control scheme for power converter systems is shown in 

Figure 1.2.  

Power 
Converter

Prediction 
Model

Minimization of 
Cost Function

Optimum 
Switching 

State

Measurement

Future values of 
control variables

Future 
references

 
Figure 1.2: General predictive control scheme for power converters 

 

1.2 DIRECT MATRIX CONVERTER 

The Direct Matrix Converter (DMC) was introduced by Venturini and Alesina 

[24]. The Direct Matrix Converter is a good alternative to the traditional two stage ac-dc-

ac topology, because it can convert an ac source to an ac load without a dc-link and 

without large energy storage components. This significantly improves overall system 

reliability by eliminating failure-prone dc-link electrolytic capacitors and may improve 

efficiency, given the single power conversion stage. The DMC, shown in Figure. 1.3, has 
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nine bi-directional switches, which directly connect the three-phase power supply to the 

three-phase ac load. An L-C filter is used at its input to improve the quality of the input 

current. At the output, it delivers voltages and currents to the load with high quality and 

without restrictions on frequency, which can be different from the source frequency. 

Moreover, the DMC is power bidirectional, i.e., it allows power to flow from source to 

the load and in the opposite direction, which means that it is suitable for regenerative load 

applications. Two switching restrictions must be considered for proper operation. Firstly, 

since  the DMC is fed by a voltage source, any switching state that shorts two input lines 

is not allowed. Secondly, since the converter output is inductive, an interruption of the 

output current is not allowed, because it would lead to large voltage spikes. Considering 

these two switching restrictions, 27 possible switching combinations are allowed for 

proper operation. 
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sCi iCi

iBi

iAifR fL
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Figure 1.3: Direct matrix converter topology 
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These 27 switching combinations can be considered as possible control actions 

for DMC. With reference to Figure 1.3, the switching function of a bi-directional switch 

of DMC is defined as,  

ij

1, switch on
S

0, switch off
 

=  
 

 
(1.1) 

The two switching restrictions described above can be represented by the conditions 

{ }Aj Bj CjS S S 1 j a,b,c+ + = ∀ ∈   

which require that each output be connected to one and only one input. Several switching 

combinations for DMC are shown in Figure 1.4. The first two switching combinations are 

allowed for proper operation, whereas the remaining two are not. In case of the third 

switching combination, two input lines are shorted. For the fourth combination, the 

output load current is interrupted. 

ü ü û û
 

Figure 1.4: Switching combinations for direct matrix converter 
  

1.3 DUAL OUTPUT NINE-SWITCH INVERTER  

Conventional three-phase inverters have a single three-phase ac output and six 

switches. The Nine-Switch Inverter (NSI) is a dual-output inverter (see Figure 1.5), 

recently introduced [25], having only nine switches. Note that two separate inverters 

would require a total of 12 switches. The NSI is based on the conventional voltage-source 
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inverter with three series switches and it has been used for various applications such as 

industrial motor control and electrical vehicle motor drives [26]. For the NSI topology, 

each leg has three switches and there are eight different ON-OFF positions. All switches 

on the same leg cannot be turned on at the same time to avoid DC bus short circuit. 

Another switching restriction is that at least two switches on the same leg should be on, 

so that floating of the connected load is avoided.  

Upper
Load

Lower
Load

AUS

AMS

ALS BLS CLS

CMSBMS

BUS CUS

i _ upv

i _ lowv

DCv

o _ upi

o _ lowi

 

Figure 1.5: Nine-switch inverter topology 

Considering these switching restrictions, each leg can be in three different switch 

combinations which are called {1, 0, -1} [30]. Possible switch positions are illustrated in 

Table I with I=A, B, C identifying the inverter legs. The NSI has 27 possible switching 

states, but, since some of them redundant, only 15 of these switching states are sufficient 

to control the two ac loads. Frequencies and amplitudes of the two ac loads can be 

different and the two loads can be controlled independently. Benefit of using only 15 
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switching states instead of all 27 allowable switching states is that computational burden 

is decreased.  

Table 1-1 Switches positions of Legs 

 
iS 1=  iS 0=  iS 1= −  

iUS  ON OFF ON 

iMS  OFF ON ON 

iLS  ON ON OFF 

 

 

1.4 DUAL-OUTPUT INDIRECT MATRIX CONVERTER 

The Indirect Matrix Converter (IMC) is a two-stage ac-ac power converter that 

can convert ac source to ac load without a dc-link capacitor or other storage components. 

Dual-output indirect matrix converter is based on the traditional IMC topology but the 

conventional six-switch inverter is replaced by a nine-switch inverter. Many matrix 

converter topologies have been proposed, mostly of the single-output type [22],[28]. The 

dual-output IMC, shown in Figure 1.6, uses four-quadrant switches in the bidirectional 

Current Source Rectifier (CSR) stage and no dc-link capacitor is required. The rectifier 

stage is connected to the Nine-Switch Inverter stage [27]. 
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Figure 1.6: Dual-Output Indirect Matrix Converter Topology 

 

1.5 RESEARCH OBJECTIVES 

On the one hand, model predictive control method has several advantages, such as 

allowing easy inclusion of nonlinearities and providing fast dynamic response. On the 

other hand, the MPC method has several drawbacks:  

1. Real-time implementation of MPC incurs high computational burden  

2. There is no analytical procedure to adjust the weighting factors for multi-

objective optimization problem  

3. A complete system model must be derived since MPC method uses this 

model to predict control variables  

4. MPC implementation is not straightforward for several power converter 

topologies, such as dual-output power converters.  
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In this dissertation, these four disadvantages are considered and methods are 

proposed to overcome them. In general, the proposed research can be divided into four 

parts that will be described in later chapters. 

Chapter 2 presents efficient real-time implementation of MPC for direct matrix 

converter. Finite Control Set MPC (FCS-MPC) imposes a very high computational 

burden that causes significant hardware requirements and suitable technology should be 

used to implement this control algorithm due to its complex computational scheme. The 

objective is to reduce execution time of MPC algorithm by taking advantage of  the fact 

that MPC control is very parallelizable. A solution exploiting the parallel processing 

capability of FPGAs is proposed. 

Chapter 3 presents novel model predictive control method based switching state 

elimination. In a multi-optimization problem, adjusting weighting factors is problematic 

since there is no specific procedure to pick weighting factors. Switching state elimination 

technique is proposed to control several control objectives without weighting factors.  

Chapter 4 investigates model predictive control performance under unknown 

load condition. The proposed method can control a nine-switch inverter and two ac loads 

are controlled simultaneously. Full-order observers are used to estimate load currents and 

the proposed method is tested under linear and nonlinear load conditions. This chapter 

presents the observer design procedure and predictive controller design for a nine-switch 

inverter. 

Chapter 5 presents the model predictive control scheme for a dual-output indirect 

matrix converter. This chapter includes modeling of dual-output IMC and the design 

steps for predictive control scheme. Predictive controller design procedure covers 
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derivation of system model and future expression of control variables, cost function 

design and selecting weighting factors. The proposed method controls two ac loads and 

instantaneous reactive power simultaneously.  

Chapter 6 gives a summary of the contributions and proposes some future work. 
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CHAPTER 2 

FPGA-BASED MODEL PREDICTIVE CONTROLLER FOR DIRECT 

MATRIX CONVERTER 

The model predictive control method implementation imposes a very high 

computational burden and causes significant hardware requirements for real-time 

implementation. Suitable technology should be used to implement this control algorithm 

due to its computationally intensive computation scheme. In conventional real-time 

implementation of model predictive control for direct matrix converter, DSP and FPGA 

are both used to ensure fast processing operation and preserve performance of the 

predictive controller [41]-[43]. In this work, a fully FPGA-based real-time 

implementation of model predictive control is proposed for DMC, eliminating the need 

for a DSP. This simplifies system implementation. A 1.6 kW DMC prototype was built to 

validate the proposed method. An Altera-DEO nano FPGA evaluation board is used to 

implement the control algorithm. 

2.1 DIRECT MATRIX CONVERTER MODEL 

The MPC uses the discrete-time model of the system for predicting the future 

behavior of the controlled variables and calculates a cost function related to multiple 

control objectives to find its minimum. For this reason, derivation of the system model is 
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critical in the model predictive control approach. With reference to Figure 1.3, the 

instantaneous transfer matrix T is defined as  

Aa Ab Ac

Ba Bb Bc

Ca Cb Cc

S S S
S S S
S S S

 
 =  
  

T  

(2.1) 

The elements of matrix T are 1 when the corresponding switch is closed and zero when it 

is open. The load and input voltages can be expressed as vectors. The output load voltage 

is defined as 

[ ]Toa ob ocv v vov =  (2.2) 

and the input voltage vector is defined as 

[ ]TiA iB iCv v v=iv  (2.3)  

Thus the relationship between input and output voltages is given by 

T=o iv T v  (2.4) 

The input and output load current vectors are defined as 

[ ]TiA iB iCi i i=ii  (2.5) 

[ ]Toa ob oci i i=oi  (2.6) 

The relationship between input and output load current is given by 

=i oi Ti  (2.7) 

In this work, an RL circuit is used as the load model and therefore the continuous 

model of RL load is 

dR L
dt

= + o
o o

iv i  (2.8) 
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compared to floating-point numbers. On the other hand, fixed-point implementation of 

algorithms yields considerable improvement in computation time at the cost of reduced 

accuracy of the variables and increased programming effort. The development of fixed-

point software requires proper scaling of variables to prevent overflows while 

maintaining the accuracy. Fewer bits can be used to represent numbers in calculations 

resulting in high execution speed. This also leads to a reduction in accuracy and 

resolution. However, model predictive control approach has a discrete solution set, which 

means that the control signal is not continuous, so accuracy is less critical. 

Table 2.3: Digital control platforms comparison 
Digital 

Controller 
Controller 

Type 
Arithmetic Clock 

Speed 
Calculation 

Step (Clock Speed*Core)/ 
1 clock cycle 

Performance  

TMS320F2812 DSP-Single 
Core 

Fixed-Point 150 MHz 135 150 MMACS 

TMS320F2837 MCU- 
Dual Core 

Floating-Point 200 MHz 68 400 MMACS 

TMS320C6678 DSP- 8 
Core 

Fixed-Point 1 GHz 17 8192 MMACS 

dSPACE R&D 
Controller 

Floating-Point 230 MHz 135 230 MMACS 

Altera Cyclone IV FPGA Fixed-Point 50 MHz 3 2700 MMACS 
Xilinx Spartan FPGA Fixed-Point 200 MHz 3 10800 MMACS 

    

Table 2.4 shows execution times for important calculation steps in the MPC 

implementation. According to results, the optimization and decision making task takes 

longer time compared to other calculation tasks. The implementation starts with format 

conversion of ADC values. The ADC values need to be converted to signed format since 

ADC values from ADC chip are 12 bits unsigned format. Resolution adjustment is done 

during the control calculations and total execution time for this implementation is 2.12 

µs, which is quite small amount of time for MPC implementation. 
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Table 2.4: Execution time for calculation tasks 
Calculation Tasks Clock Cycle Execution Time 

Wait for Start 1 Cycle 0.02 µs 
Format conversion of ADC values 4 Cycles 0.08 µs 
- Source current prediction 
- Source voltage prediction 

11 Cycles 0.22 µs 

- Load current prediction 
- Reactive power prediction 

15 Cycles 0.30 µs 

Resolution adjustment 3 Cycles 0.06 µs 
Park transformation 7 Cycles 0.14 µs 
- Current cost calculation 
- Reactive power cost calculation 
- Switching cost calculation 

 
9 Cycles 

 
0.18 µs 

Total cost calculation 19 Cycles 0.38 µs 
Optimization and decision making 37 Cycles 0.74 µs 

TOTAL 106 Cycles 2.12 µs 
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CHAPTER 3 

MODEL PREDICTIVE CONTROL BASED ON SWITCHING STATE 

ELIMINATION 

Model Predictive Control (MPC) is an optimal control approach that uses the 

system model to predict future behavior of the control objectives and evaluate the cost 

function to determine the optimum control action. The control action which minimizes 

the user-defined cost function is selected and applied to the converter for the next time 

interval [39]. Different control objectives, such as output load current control, 

minimization of instantaneous reactive power and reduction of switching frequency, can 

be introduced in the cost function and controlled simultaneously by solving a multi-

objective optimization problem. FCS-MPC is a good strategy for controlling power 

converters, but adjusting the weights used in the multi-objective cost function is 

problematic since there is no formal procedure to select them in order to obtain good 

control performance. In the conventional approach, the controller calculates the predicted 

cost function value for the next control interval for each possible switching state and the 

optimum switching state is the one that minimizes the cost function. When the cost 

function has more than one control objectives, offline tuning is necessary to adjust 

control goal weightings. As the tuning of weightings is cumbersome, avoiding this 

nontrivial process is an interesting option. In this work, model predictive control based on 
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switching state elimination is proposed that does not require weighting factors. The direct 

matrix converter is used as a case study to assess the feasibility of the proposed control 

scheme. 

3.1 CONVENTIONAL MODEL PREDICTIVE CONTROL 

In this chapter, to illustrate how conventional model predictive control works, two 

different cases with different control objectives and cost functions will be considered. In 

the first case, the conventional model predictive control has three objectives: to output 

load current, to minimize instantaneous input reactive power and to reduce average 

switching frequency [41]. The cost function is defined as 

( )* *
o o o og i i i i A Q B S(k 1) S(k)α α β β= − + − + + + −  (3.1) 

Q is reactive power and superscript "*" indicates reference value. Constants A and 

B are the weighting factors that need to be adjusted empirically [40], [52]. These 

weighting factors affect system performance significantly and depend on system model 

and power level. The S(k 1) S(k)+ −  term is responsible for reducing switching 

frequency. The conventional model predictive control scheme for first case is shown in 

Figure. 3.1. According to the conventional approach, the cost function defined in (3.1) is 

calculated for each of the 27 switching states and the one which provides the minimum 

cost is selected and applied to the matrix converter. The process to derive prediction 

equations for load current, source current and reactive power has been explained in the 

previous chapter.  
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Figure 3.1: Conventional model predictive control scheme for first case 

In the second case, the MPC control objectives are load current and source current 

control. Therefore, current error terms for both of them are introduced in the cost function 

[42]-[44]. The cost function is defined as 

( ) ( )* * * *
o o o o s s s sg i i i i D i i i iα α β β α α β β= − + − + − + −  (3.2) 

si α and si β are the real and imaginary component of the three-phase source current. A 

method for the determination of source current reference is reported in [43]. The constant 

D is the weighting factor. The conventional control scheme for the second case is shown 

in Figure 3.3. The source current is predicted using input filter model and output current 

is predicted using load model. The cost function, defined in (3.2), is evaluated for each of 

the 27 switching state and the best switching combination is determined. 
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Figure 3.2: Conventional model predictive control scheme for second case 

 

3.2 SWITCHING STATE ELIMINATION TECHNIQUE  

Different control objectives can be controlled simultaneously by introducing 

specific dynamic and static constraints for each goal instead of solving a single multi-

objective optimization problem [58]. The main idea of the proposed algorithm is that a 

control sub-optimization problem can be defined depending on control constraints and 

elimination conditions. This approach defines a rank order of importance for control 

objectives.  

In the first case, three control goals are considered: load current control, 

minimization of instantaneous reactive power and reduction of switching frequency. The 

three sub-optimization problems are defined as 

2 2* *
1 o o o of i (k 1) i (k 1) i (k 1) i (k 1)α α β β= + − + + + − +  

(3.3) 

2 2 2

Q(k 1)f
P(k 1) Q(k 1)

+
=

+ + +
 

(3.4) 
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3f S(k 1) S(k)= + −  (3.5) 

Figure 3.3 shows a flowchart of the switching state elimination algorithm. 1T , 2T and 3T

are sub-finite solution sets for load current, reactive power and reduction of switching 

frequency, respectively. 1T  contains all possible switching states and it is defined as 

( )1 1 2 3 27T S ,S ,S , ,S=   (3.6) 

Sub-finite sets 2T and 3T are not fixed since they are the result of the switching state 

elimination process. For example, Figure 3.4 shows how to calculate 2T . 

As mentioned above, a rank order of importance is defined by the proposed 

method. For the first case, load current has the highest importance and reduction of 

switching frequency has the least importance. Algorithm flow chart is shown in Figure 

3.3 and control constraints, 1C and 2C , are used for the elimination process. Since load 

current is the most important objective, the finite solution set 1T is reduced to set 2T by 

imposing the constraint 1 1f C≤ . Only the m switching states in 2T will be candidate 

solutions for the reactive power control problem. The same elimination procedure is 

applied to the reactive power control problem and permissible-solution set is further 

reduced to set 3T , consisting of n states(n ≤ m) that also meet the condition 2 2f C≤ .  

The last step of this algorithm is performing an exhaustive search for switching 

frequency reduction cost function using the n-state sub-finite set to determine the 

optimum switching state to be applied to the converter. Basically, finite solution set can 

be reduced step-by-step using the specific criteria to eliminate switching states that 

violate a certain conditions. 
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Figure 3.3: Switching state elimination process  
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Table 3.1: Sub-finite solution set selection 

2T  3T   
≠ 0 ≠ 0 Satisfy first two constraints and select the best state for the 

reduction of the switching frequency problem. 
≠ 0 = 0 Satisfy first constraint and select the best state for the 

reactive power minimization problem. Sacrifice the 
reduction of switching frequency. 

= 0 = 0 Do not meet the first constraint. Select the best state for the 
load current control problem. Sacrifice the reactive power 
minimization and the reduction of the switching frequency. 

    
 

Start

For
i = 1:27

Calculate
f1(Si)

f1(Si) < C1

m = m+1

T2(m) = Si

i=27
False

True

 

Figure 3.4: Elimination process for load current control 
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It may happen that no switching state satisfies one of the constraint conditions. 

For example, load current error is very large during a large signal transition, so that none 

the possible 27 switching states meets condition 1 1f C<  and m=0. In this case, sub-

optimization problem 1f , which is a single-optimization-problem, is solved in order to 

determine the optimum control action. This is the adaptive part of the proposed algorithm 

which allows control of the load current in a worst-case situation. The rationale is that, 

reactive power control and reduction of switching frequency can be sacrificed to obtain 

good load current tracking. It may also happen that, during the state elimination for 

reactive power, no switching state meets condition 2 2f C< . The result is that reduction of 

switching frequency is sacrificed to decrease the instantaneous reactive power. Load 

current and reference current are defined in the α-β frame as  

o o oi i jiα β= +  (3.7) 

* * *
o o oi i jiα β= +  (3.8) 

The current error term which is the error between measurement and reference is given 

(3.9). 

( ) ( )e * * e e
o o o o o o oi i i j i i i jiα α β β α β= − + − = +  (3.9) 

The vector representation of current errors is shown in Figure 3.5. In order to obtain good 

load current tracking, current error term must be kept small. Control constraint for load 

current is given in (3.10). 

*
1 oC ( i )σ=  (3.10) 
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In order to determine 1C , a range of values for load current relative error is chosen. The 

minimum error tolerance is 1.5% and maximum error tolerance is 4.5%, so that 

normalized error can be chosen in the range 

0.015 0.045σ≤ ≤  (3.11) 

 

*
oi

oi

e
oi

β

α
*
oi α

*
oi β

oi β

oi α
e
oi α

e
oi β

e
oi β

e
oi α

* 2 * 2
o o o o(i i ) (i i )α α β β− + −

 

Figure 3.5: Vector representation of current error term 

When normalized current error is chosen in this range, good load current tracking 

is guaranteed, since error between reference and measurement is kept low. Note that the 

parameter σ has a clear physical interpretation in terms of relative current error, whereas 

the weightings constants A and B used in the conventional FCS-MPC do not. Elimination 

condition for load current control can be defined as  

2 2* * * 2 *
o o o o o oi (k 1) i (k 1) i (k 1) i (k 1) ( i ) ( i )α α β β α βσ σ+ − + + + − + < +  (3.12) 

Reactive power control is important for improving power quality of power 

converter system. In order to reduce the reactive power of DMC, control constraint can 

be introduced. 2C is defined as the upper bound on the ratio between reactive power and 

apparent power. Control constraint 2C can be chosen in the range, 



 
 

50 

20.05 C 0.09≤ ≤  (3.13) 

When 2C is chosen within this range, a good power factor is obtained and power 

quality is improved significantly. The elimination condition for reactive power control is 

defined as (3.14). 

22 2

Q(k 1) C
Q(k 1) P(k 1)

+
<

+ + +
 

(3.14) 

For the second case, output load current and source current are the control 

objectives of the switching state elimination and load current control has the highest 

priority. Switching sate elimination strategy for this case is shown in Figure 3.6. Since 

there are only two control objectives, after sub-finite solution set is reduced for load 

current, an exhaustive search is done for source current control problem. Sub-

optimization problem for source current control is defined as (3.15). 

* *
4 s s s sf i (k 1) i (k 1) i (k 1) i (k 1)α α β β= + − + + + − +  (3.15) 
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Figure 3.6: Algorithm flow chart for proposed method for second case 
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3.3 SIMULATION RESULTS 

The proposed method was simulated for the two cases. Simulations were carried 

out using MATLAB/Simulink. The simulation parameters for the first case are tabulated 

in Table 3.2.  

Table 3.2: Simulation parameters for first case 
Simulation Parameters Values 

Supply Voltage 110 V rms/60 Hz 
RL Load 10 Ω/20 mH 

σ 0.015 
2C  0.05 

Filter resistor 0.5 Ω 
Filter inductor 420 µH 

Filter Capacitor 33 µF 
Sampling Period 10 µs 

   
For the first case, output load current, source current and output load voltage waveforms 

are shown in Figure 3.7 in case of load current reference at 45 Hz. Figure 3.7 shows that 

switching state elimination technique provides good reference tracking and good power 

quality. 

 

Figure 3.7: Simulation results for Case 1 (45 Hz load current reference) a) Supply voltage 
b) Load current c) Supply current d) Output load voltage 
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The spectral content of load current and source current is shown in Figure 3.8 and Figure 

3.9, respectively. According to FFT results, load current THD is 0.98% and source 

current THD is 14.22%. These values of THD are quite good for power conversion 

systems. Figure 3.10 shows simulation results for the case of 90 Hz load current 

reference. Figures 3.11 and 3.12 show the spectral content of the load and source 

currents, which are very similar to the 45Hz case of Figures 3.8 and 3.9. 

 

Figure 3.8: Frequency spectrum of load current (Case 1 and 45 Hz load current reference) 

 

Figure 3.9: Frequency spectrum of source current (Case 1 and 45 Hz load current 
reference) 
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Figure 3.10: Simulation results for Case 1 (90 Hz load current reference) a) Supply 
voltage b) Load current c) Supply current d) Output load voltage 

 

 

Figure 3.11: Frequency spectrum of load current (Case 1 and 90 Hz load current 
reference) 
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effort is made to match the sine wave phase at the step instant, so that a more severe 

transient is obtained. The system response is fast and clean and shows no oscillation. 

 

Figure 3.12: Frequency spectrum of source current (Case 1 and 90 Hz load current 
reference) 

 

Figure 3.13: Dynamic response of MPC based on switching state elimination 
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and load current tracking. The simulation results for second case are shown in Figure 

3.15. Figure 3.16 and 3.17 show the spectral content of the load and source current. The 

source current THD is significantly better than in CASE 1 (0.25% versus 13-14% for 

CASE 1). 

 

Figure 3.14: Phase plane plot of load current 

 

 

Figure 3.15: Simulation results for Case 2 (50 Hz load current reference) a) Supply 
voltage b) Load current c) Supply current d) Output load voltage 
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Figure 3.16: Frequency spectrum of load current (Case 2 and 50 Hz load current 
reference) 

 

Figure 3.17: Frequency spectrum of source current (Case 2 and 50 Hz load current 
reference) 
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Figure 3.18 in case of 45 Hz load current frequency. In all experimental results, channel 1 

is source current measurement. channel 2 is load current measurement and channel 3 is 

supply voltage. In order to analyze the load current quality and source current quality, 

FFT analysis is carried out using MATLAB. The sampled data from scope, Tektronix 

TDS2014B, is extracted and analyzed using MATLAB toolbox. Since MATLAB has 

powerful math toolboxes, Total Harmonic Distortion is calculated using MATLAB. Load 

current frequency spectrum and source current frequency spectrum are shown in Figure 

3.19 and Figure 3.20, respectively. 

 

Figure 3.18: Experimental result in case of 45 Hz load current frequency 
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Figure 3.19: FFT analysis of load current (45 Hz load current reference) a) Load current 
measurement b) Frequency spectrum of load current 

In Figure 3.19, FFT window is shown in red and FFT is carried out up to 5 kHz. 

In Figure 3.19b, the magnitude of spectral contents are displayed relative to base value, 

which is 1.0, and total harmonic distortion of load current is 28.95%. For FFT analysis, 

hanning window is used and maximum frequency for THD computation is Nyquist 

frequency.  

 

Figure 3.20: FFT analysis of source current (45 Hz load current reference) a) Source 
current measurement b) Frequency spectrum of source current 
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 Figure 3.21 shows experimental results in case of 60 Hz load current reference. 

The experimental results are better compared to the ones in case of 45 Hz load current 

frequency. Load current quality is better and  the proposed method provides good load 

current tracking. 

 

Figure 3.21: Experimental result in case of 60 Hz load current frequency 

 

 

Figure 3.22: FFT analysis of load current (60 Hz load current reference) a) Load current 
measurement b) Frequency spectrum of load current 
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Figure 3.23: FFT analysis of source current (60 Hz load current reference) a) Source 
current measurement b) Frequency spectrum of source current 

According to Figure 3.22 and Figure 3.23, load current THD is 13.71% and 

source current THD is 11.29%. The proposed method is tested when load current 

frequency is higher than the supply frequency. Figure 3.24 shows experimental results in 

case of 90 Hz load current reference. 

 

Figure 3.24: Experimental result in case of 90 Hz load current frequency 
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Figure 3.25: FFT analysis of load current (90 Hz load current reference) a) Load current 
measurement b) Frequency spectrum of load current 

 

 

Figure 3.26: FFT analysis of source current (90 Hz load current reference) a) Source 
current measurement b) Frequency spectrum of source current 
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3.5 CONCLUSION 

This chapter presents a model predictive control algorithm based on switching 

state elimination technique. The proposed method uses simple control constraints and 

elimination condition with a clear physical interpretation to determine the optimum 

switching combination. The main advantage of the proposed algorithm is easy tuning 

process since the range of control constraints is independent from system parameter and 

power level. 

CASE 1 is considered to make a comparison between the proposed method and 

conventional FCS-MPC. The proposed algorithm has a higher computational burden than 

the FCS-MPC. The FCS-MPC approach solves just one multi-objective problem and 

required calculation time is smaller than the time needed for the switching state 

elimination technique. Prediction horizon and size of the finite sets increase time needed 

for calculating the optimum switching combination. Number of switching states, 

prediction horizon and control objectives can be used to make a comparison between 

conventional MPC and new algorithms in terms of computational cost [50]. The 

comparison results in terms of computational burden are shown in Table 3.3. 

Table 3.3: Comparison results in terms of computational burden 
Task Conventional  

MPC 
Switching State 

Elimination 
Optimization ha  0 

Model ha  ha  
Elimination 0 h(a m)+  

Exhaustive Search 0 hn  
TOTAL 54 75.63 

   
In Table 3.3, m and n are the average size of the sub-finite solution sets, 2T and 

3T , and they are calculated for one period. the average size of  2T is 13.13 and the 
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average size of 3T is 8.5. a refers to size of 1T and it is 27. The prediction horizon h is 1. 

Calculation time for the proposed method is not constant and depends on how many 

acceptable switching states are obtained for the sub-optimization problem. 

It is shown that good performance was obtained with switching state elimination 

technique in steady state and transient. The proposed method was tested for different 

control objectives and simulation results show that proposed method works well under 

different conditions. The proposed method was also tested experimentally for CASE 1 

(three control objectives) and experimental results show that switching state elimination 

technique works well for direct matrix converter. 

 

 

  


