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ABSTRACT
Untangling natural systems’ complexity requires enstanding the mechanisms
responsible for organisms’ responses to environahehtange. Recently, significant
advances have been made by recognizing the relewdrmtrect and indirect effects,
which take place when multiple biotic and abio#ictbrs influence each other. |
examined potential direct effects of environmertaiables on a predator-prey
interaction, as well as potential indirect effeatshese variables on the interaction itself.
| placed emphasis on behavioral and physiologidaptations, which would potentially

contribute/modify these effects.

My study system was comprised of a rocky intettidgystone predator, the sea
starPisaster ochraceus, and its main prey the mus$éytilus californianus. While
previous work had explored the influence of bothvgster and aerial temperature on
their interaction, few studies had explicitly catesied the physiological basis of such
responses. Given the direct links betwPBesaster body temperature and physiological
performance, in Chapter 1 | asked, where exacWysaster located? And, what
physiological consequences it might bring? Pisasthibited a size-dependent
distribution, with small animals found higher or thore. Also, most individuals were
found in refugia at low tide, reflectirgjsaster risk-avoiding strategy, despite generally
mild conditions. We suggest that the strategy irelp prevent exposures to extreme

(although rare) events.
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Chapter 2 provided an opportunity to compare tlagperformance between the
predatorPisaster and preyMytilus. Within an environmental stress model framework,
asked: which species would be more negatively itgabloy thermal stress? To avoid
influencing individuals’ response, | tested thisadndirectly via thermal performance
curves (TPC). | described TPCs for both speciéscinfirst allowed comparing them
based on their intrinsic thermal sensitivities.c@®l, these curves were used to calculate
thermal performance using field body temperatuta.dacollected data on body mass
indices and heat-shock protein 70kDa to evaluatle $igecies general physiological
condition and levels of extreme thermal stresserifial sensitivity varied between
species and site of origin. Contrary to previdodihgs, | observed thaytilus
performance resulted more negatively affected byperatures thaRisaster, and no

effects of movement behavior were detected.

Chapter 4 describes a Dynamic Energy Budget (D&&Jel forPisaster. |
discussed the models’ ability to simulate growttotiyhout ontogeny, shrinkage when
food is scarce, and the combined effects of chamgesdy temperature and food
availability. This model should prove useful iregictingPisaster physiological

responses to environmental change.
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CHAPTER1

INTRODUCTION
Dynamics in ecological systems result from multipietic and abiotic processes
occurring simultaneously, at uneven rates, andfiardnt directions. The complex
nature of these processes translate into inhereotliinear ecological dynamics (Peters
et al. 2007). Understanding, and ultimately priéxgcsuch dynamics requires
comprehensive examinations of the underlying meshandriving them (Denny &
Helmuth 2009). The research described here resa@r@und the premise that, by
focusing on the organism and its close interact¥h the environment, one can identify
and characterize the most relevant processes ndilng organisms’ condition, and then
scale-up to higher levels of biological complexity.

Species’ ecological roles are mediated by physingironmental variables that
constrain individual fitness (Chase & Leibold 2003) comprehensive understanding of
the links between the physical environment andraegaal performance has become
particularly relevant in a period of rapid climateange (Harley et al. 2006a). Marine
ecologists have long relied on the rocky intertslgtem to characterize the drivers
determining patterns of species’ abundance andhldison. Given its steep gradients,
both physical (e.g. temperature) and biologicaj.(ecological interactions), and the ease
of performing observational and manipulative stadibe rocky intertidal is considered
an ideal natural laboratory, and much of our curtererstanding of the interplay

between the physical and biological factors thaitb species’ presence originated from



research conducted in this system (Benson 200@) example, the classical intertidal
zonation studies by Connell (1961, 1972) revediatl while physical drivers set upper
shore limits, biological factors are more importansetting lower limits. In a follow-on
study, by manipulating the amount of sunlight elgreed by competing intertidal
barnacle species on the field, Wethey (1984) detrates that the intensity of species
interactions could be regulated by prevalent playsionditions. As such, the influence
of weather on predator-prey dynamics has gatherezhrattention, especially those
involving keystone species capable of controllinghaunity structure and functioning
(Pincebourde et al. 2008, Zarnetske et al. 20I@gether, these studies provided solid
evidence that ecological processes are highly gtualependent, a factor which needs to
be considered when trying to forecast dynamicsamaged and pristine natural systems.
More recently, as studies drawing the connecti@t&/éen environmental and
ecological processes accumulate, the relevancensiaering context-dependency in our
predictions has been increasingly emphasized (BefldNavarrete 1997, Fields et al.
1993, Helmuth & Hofmann 2001, Russell et al. 208@Jiams & Morritt 1995).
Specifically, while climate change’s threat is ofessumed to be associated with climate
alone, a closer look at the individual may uncawven-climatic features of the system
that either alter local environmental conditiong(@eography/topography, timing of low
tide) or else affect vulnerability to changes ia #mvironment (e.qg., inter-individual
variability in stress-response [behavior and pHggig|, ecological interactions), which
could potentially modify the biotic and abiotic abtions organisms encounter (Mislan et

al. 2009, Russell et al. 2011).



Environmental heterogeneity in the intertidal zdmeth on a spatial and temporal
scale, can determine complex patterns of abundamtelistribution (Wethey 1983,
Wethey 1984). Recent studies have demonstratédhtheiduals’ body-temperature can
greatly depart from air-temperatures measured tly Wweather-stations nearby or
researchers on-site (Helmuth 1998), and signiflgaratry depending on the microhabitat
being used (Denny et al. 2011, Helmuth 2002, Sestbah 2011). Depending on the
species being scrutinized, mismatches can attdbiote variety of “filters” that
transform the environmental signals into conditibm$y experienced by the individual,
thus defining its niche (sensu Kearney 2006). ift@rtidal species, these filters may
include physiology, behavior, morphology, as wslieractions between organisms.

One of the most thoroughly studied intertidal comitias is the one found on
western coast of the United States. Notably, tiseegeseries of ecological and
physiological studies done with two conspicuous gonents: the sea starsaster
ochraceus and the musséliytilus californianus. These species have been good study
models to observe not only the direct effects thaiperature might have over different
populations, but also the indirect effects ovealviates such as the feeding rates of the
star on the mussel (Pincebourde et al. 2008). e{stbne speciePjsaster has the ability
to modify its community’s structure by preventilytilus from monopolizing the
substrate (Paine 1966, Paine 1974); thus, it @iofary importance to address the effects
that temperature shifts would exertPissater physiology and fitness. Specifically, it is
now crucial to quantify the way how environmen&hperatures vary, the way that

organisms perceive those temperature variatiorstt@consequences of those



variations on the organism’s vital rates (e.g. glgweproduction, feeding) (Helmuth et
al. 2006a).

A major strategy that intertidal organisms utiltedilter environmental signals is
behavior. While often seemingly random, movembrdughout the intertidal may very
well follow predictable trajectories when enougltaile of the system are known. For
examplePisaster foraging bouts have been linked to seawater wayrmdue to
relaxations of upwelling periods (Sanford 1999nc®the tide recedes, many sea stars
can be observed exposed to aerial conditions, whihbe physiologically challenging.
Previous work has clearly demonstrated ®isaster avoids the risks associated with
being aerially exposed (Burnaford & Vasquez 200&,z2@ & Robles 2010).
Interestingly, earlier studies have also identieegarticular pattern of distribution
characterized by larger sized individuals occupyovger shore levels (Feder 1956, Fly
et al. 2012). Although informative, these studlesnot explore whether the distribution
patterns irPisaster are consistent over time and space, the influehbedy size on the
relationships, and the role of alternative envirental drivers in controlling the patterns.
Chapter 2 examines these aspects using both oklisealaand experimental approaches.
| present data of repeated surveys conducted ompopalations oPisaster located
~760km apart, Bodega (California) and Strawberry (dregon), which document
individuals’ microhabitat use (e.g. crevices, tmls, exposed) in relation to body size.
This information is coupled with environmental \zdoie data collected by closely located
weather stations and biomimetic temperature logdepsoyedn situ. Lab experiments
designed to test the effect of body sizePosaster sensitivity to temperature and wind

speed provide material to test alternative hyp@s@bout the mechanisms leading to



shore-level size gradients in intertidal organis@sir results confirm the idea that
Pisaster favors a risk-avoiding strategy, despite genenaiilgl thermal conditions
recorded during the period of our surveys. Asnapdrfect thermoregulator, and given
the risk of reaching potentially lethal temperasuaé some low tides, this seems a
plausible strategy fdpisaster.

In Chapter 3, we turn our attention to both thedpter and the prey, and examine
which might be more affected by its thermal envin@mt. | couch this question within
an environmental stress model (ESM) framework. E®islve provided means for
conceptualizing the impacts of environmental stessen ecological interactions such as
predation and competition (Menge & Olson 1990, Meapal. 2002). Given that
ongoing climate change is challenging species wHipte stressors (e.g. direct effects of
temperature and indirect effects on species intierss), frameworks that allow
discriminating between them and incorporating thaniability into our predictions are
especially useful.

Depending on which species results more negataféégcted by environmental
stress, ESMs may serve to explicitly forecast §readhics of a particular system.
Although great progress has been made on this 8aldies often ignore important
elements of the system, which may alter the outsontre the rocky intertidal, for
instance, species cope with an extremely heteragsnenvironment, where even closely
located individuals can experience radically défg@rconditions (Denny et al. 2011,
Seabra et al. 2011). Given the abilityRe$aster to move among different microhabitats
throughout the intertidal, it is conceivable thadividuals may buffer against potential

heat stress by moving to sheltered locations ddangtides. An earlier study



investigated this predator-prey interaction follogrian ESM framework, but ignored this
potential role of behavior because their methouslired caging animals at different
heights (Petes et al. 2008b).

| followed an alternative approach that may be wigefcircumvent the problems
encountered by that earlier study. Instead ofctliyeassessing performance, | first
described thermal performance curves (TPC) for bp#ties and then calculated mean
thermal performance based on body temperaturesdetan the field using biomimetic
temperature loggers. In parallel, | made obsewnatif Pisaster microhabitat use that
allowed incorporating the role of movement behainto the calculations of mean
thermal performance. Using these data | quantthedhermal performance of both
Pisaster andMytilus. The performance disaster was calculated under static and
mobile scenarios to further evaluate the role didveor. Additionally, to evaluate how
this approach compares to more traditional measemesrof performance, | provide data
on indicators of overall physiological conditiorofty mass index) and thermal stress
(heat-shock protein 70kDa).

Chapter 4 represents an effort to mdéishster energy budget using the
relatively novel Dynamic Energy Budget model (Komgin 1986, Sousa et al. 2010).
DEB models describe flows of energy and mass througthe organism to meet
requirements of maintenance, development, grownth reproduction. One of the
powerful aspects of DEB is the use of the samempaters to describe the biology of all
organisms, whereby differences between speciesdndduals can be captured by

differences in parameter values (Sousa et al. 2&iOder Meer 2006). Also, DEB



models explicitly recognize that organisms inhabaynamic environment, so variability
in temperature, for example, can be readily incaafsal in our predictions.

| modeledPisaster DEB using data collected from the literature al agfrom
experiments explicitly designed to estimate paransetin put special attention on: (1)
characterizing growth of the different life-stagdd’isaster, larvae, juvenile, and adults,
(2) the ability of the model to simulate shrinkageen energy intake is not enough to
cover maintenance requirements, and (3) the alofitiie model to account for the
combined effects of changes in body temperaturd@wd availability. Having
estimated the DEB parameter valuesRmaster, this model will provide means for
understanding underlying physiological processasutiimately influence its interaction
strength withMytilus. Consequently, this mechanistic model could ipegalict

dynamics at higher levels (Nisbet et al. 2000).



CHAPTERZ2

SIZE-DEPENDENT INTERTIDAL HEIGHT AND REFUGE USE IN THE KYSTONE
PREDATORPISASTER OCHRACEUS NTRODUCTION'

ABSTRACT

Intertidal organisms live in a highly heterogenebabitat. To better understand the
influence of environmental variability on populatidynamics it is essential to describe
conditions at the individual level. We surveyegplations of the rocky intertidal sea
starPisaster ochraceus and characterized size-dependent distributionneefoy
individuals’ shore level and refuge use. By conihgcsurveys repeatedly at two field
sites in California and Oregon, we examined tempord geographical variability in
habitat selection. We evaluated whether environat@hmivers measured by sensor
station (air temperature, solar radiation, seawateperature, wave height, and wind
speed), and body temperatures measured using baimisensors, explained the
observed distribution patterns. We experimentaéged the effect of size on animals’
thermo- and desiccation-tolerance. Using biomiong@éita, combined with a thermal
performance curve framework and information oficaittemperatures of different size
classes, we investigated potential physiologicdl survival consequences of
microhabitat use. Results showed tRaaster is mostly found in refugia during low

tide, thus favoring a risk-avoiding strategy, despninimal consequences of temperature

1Monaco, CJ, Wethey, DS, Gulledge, S, and Helmutfi;dbe submitted tMarine Ecology Progress
Series.



on physiological condition and survival estimatedthe period of the surveys. When
found protectedRisaster exhibited size-dependent intertidal height (SOH#dger
animals lower on the shore), which varied spatiafig temporally; but when found
exposed, the SDIH pattern disappeared. The priopast individuals found protected
increased with air temperature, solar radiatiod, laody temperature. SDIH was not
influenced by environmental variability. Size-degent sensitivity to stressful
temperatures and wind speed did not explain thergbd distribution patterns.
Altogether, our data suggest that, despite geryaraltl conditions Pisaster risk-
avoidance strategy buffers against rare but painhighly stressful events. Because
ectothermic organisms’ microhabitat use drives bedyperature, foraging, and
energetics, knowing exactly where this keystonelgi@ occurs could shed further light

on its ecological role, and how this may changeoming years.

INTRODUCTION

The rocky intertidal zone is considered among tlstrenvironmentally variable habitats
because of its complex topography and alternatipg®ure to air and water. Animals
and algae in this habitat can experience drambtiddferent environmental conditions
from even close neighbors due to micro-scale vanah abiotic stressors (Denny et al.
2011, Potter et al. 2013, Seabra et al. 2011).ptedwvith differential physiological
sensitivities, patterns of stress among intertidighnisms are thus extremely variable,
leading to “winners” and “losers” (Somero 2002)arMbility is also likely to occur
among members of the same species, both in terpisysfological sensitivity as well as
ability to respond to environmental variabilityspace and time. As an organism grows

and progresses through its ontogeny, many factwr<ilange including rates of



movement and availability of microhabitats; largeganisms for example may be able to
travel farther but also may no longer fit in smati@crohabitats such as crevices
(Raffaelli & Hughes 1978). Larger organisms caodle less physiologically vulnerable
to sudden changes in the environment due to higimthl inertia and energy reserves
(Allen et al. 2012, Stevenson 1985).

Consequently, intertidal organisms can exhibit waratapparently idiosyncratic
physiological and behavioral responses to localrenmental conditions (Judge et al.
2011, Kearney et al. 2009, Marshall et al. 2013pMcet al. 2007, Williams & Morritt
1995). While often interpreted as random (and tinjzedictable) variation, these
responses likely result from underlying mechanisglationships that are revealed only
when relevant details are included (Hallett e@0D4). Given the direct relationship
between how an organism senses and interactstwitiminediate habitat, its
physiological condition, and subsequent fithedack of understanding of how species
filter environmental signals and utilize their nababitats may limit our ability to
accurately anticipate population or community ledgghamics (Monaco & Helmuth
2011). Therefore, deepening our understandingefelationship between
environmental stressors and organisms’ behaviocphysiological toolkits for coping
with these stressors is crucial.

By integrating temperature time-series data aneémiasions of individuals’
microhabitat use and behavior, studies are inangbsincluding aspects of the intra-site
body temperature variability that would be expedteda complex rocky intertidal zone.
For example, in response to varying levels of treéramd desiccation stress, gastropods

(particularly limpets and snails) and crabs hawenkbeported to vary in intertidal height

10



(Klaassen & Ens 1993, Williams & Morritt 1995), ugke use both of biogenic and non-
biogenic origin (Cartwright & Williams 2012, Garifi984, Jones & Boulding 1999), or
even social behavior such as “huddling” (Mufiozle2@08, Rojas et al. 2013), in
response to varying levels of thermal and desicnatiress. A few studies have further
explored how patterns of microhabitat use and m@rgramong shore levels can be
driven by organisms’ body size (e.g. Hobday 1993aKsen & Ens 1993, Soto &
Bozinovic 1998). Several hypotheses have beefopaard to explain shore level size-
gradients, primarily based on earlier studies cotetiusing intertidal gastropods. In a
review of these patterns, Vermeij (1972) found 8pcies common to the low intertidal
zone typically show smaller size classes highethershore, presumably because
predation and competition pressures over thoseevaifite individuals decrease at those
heights. Then, a study conducted usiugella spp. snails suggested that individuals
chose specific heights based on their preferenceoissuming specific prey sizes
(Bertness 1977), thus highlighting the role of gyanaximizing criteria, as opposed to
just a risk of mortality. Subsequently, McQuai®82) noted that higher desiccation
experienced by smaller individuals due to increasethce-area/volume prevents these
individuals from occupying higher shore levels|ager ones do. Raffaelli and Hughes
(1978) also contributed to this discussion by simgwhat the availability and size of
refuges can drive size-gradients across the id&rzione.

Here we examine microhabitat use by a keystoneappedhe rocky intertidal sea
starPisaster ochraceus (Brandt, 1835) (hereaftelPisaster). Because of its role as
keystone predatd?isaster has been the subject of extensive ecological agdiplogical

research (Paine 1974, Sanford 1999saster inhabits exposed rocky shores on the
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Pacific coast of North America, where cyclic tides;urrent upwelling, and topographic
complexity set the scene for an extremely heteregas thermal environment (Broitman
et al. 2009, Helmuth & Hofmann 2001, Jackson 20H)idence shows that the impact
of Pisaster on the intertidal community is indirectly mediateglbody temperatures
experienced during both periods of low and higk {i@incebourde et al. 2008, Sanford
1999).

Pisaster forages during submersion at high tide, and tleemains in place during
low tide, often continuing to ingest its prey (Redblket al. 1995). As a result, depending
on where a sea star finds itself when the tidedesgt can either be exposed to
potentially stressful thermal, wind, and solar atidin conditions, or protected in
crevices, tide pools, or under algae (Burnaford @&§uez 2008, Fly et al. 2012). Being
exposed while foraging at high tide may also impdying to cope with the impact and
drag of wave-generated forces (Denny et al. 198bilike other smaller species,
however, the size range Bisaster (~0.1 to 20 cm arm length) is quite large and imeo
cases on par with the “grain size” of the physiaitat. Thus, a microhabitat that may
serve as effective refuge for a small animal mainbecessible for a larger individual
(e.g. Raffaelli & Hughes 1978). Additionally, tleekighly mobile animals can travel
several m per day during high tide (Robles et @5) and individuals can thus be found
at different elevations (from shallow subtidal tadrhigh intertidal) (Garza & Robles
2010, Pincebourde et al. 2008), implying exposardifferent degrees of physical stress
(Marshall et al. 2013).

Although substantial progress has been made toveaisgately characterizing

the realized niche d?isaster, most studies have ignored the potential relatigms
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between an individual's body size and its microtatlihoice (defined here by its refuge
use and intertidal height). Consequently, our Kedge of this predator’s body
temperature and physiological condition throughlamtbgeny is generally obscure.
Importantly, previous studies have revealed Bigdster vertical position in the intertidal
zone appears correlated with body size, with lamgdividuals found lower on the shore
(i.e. size-dependent intertidal height, hereafteh-§ (Feder 1956, Fly et al. 2012). In
Pisaster, because SDIH has not been systematically descaber multiple tide cycles,
or across different sites, its mechanism and olvecalogical and physiological
significance remain unknown. Although it is reczgul that the majority dPisaster
individuals observed in the field during low tide® found protected in crevices, tide
pools, or under kelp (e.g. Burnaford & Vasquez 2008 et al. 2012), studies have yet to
examine the influence of body size on microhals&kéction across geographic scales.
Because our predictions of organisms’ responsértate change are sensitive to our
ability to accurately estimate body temperaturerideh 2002), improving our
understanding of how the thermal nichdPodaster shifts throughout ontogeny will
provide a more complete picture of individual plmysgical condition and fitness, and
ultimately the dynamics of populations. Here, \wpraach the issue through both field
and laboratory-based observations.

First, using data from repeated field surveys (22@02) conducted at two sites
located approximately 770 km apart, we aimed toadtarizePisaster refuge use and
SDIH. Specifically we asked: how consistent aeséhpatterns through space and time?
Second, we tested whether the variability in thestéerns could be explained by changes

in environmental drivers; namely, air temperatsegwater temperature, solar radiation,
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wind speed, and wave action. Third, we ran lalooyagxperiments to determine whether
differences in thermo- and desiccation-tolerande/éen size classes can help explain
the observed pattern. According to the oxygentéitiun hypothesis (Pdrtner 2002,
Portner 2006), and supporting evidence availabteeriterature (Peck et al. 2009, Peck
et al. 2013), we hypothesized that smaller indigldican withstand higher temperatures
than larger ones because they have a proportigriatgker respiratory surface area
relative to volume of tissue. One might expect tha larger surface-area to volume
ratio exhibited by small animals would favor watess during exposure to wind stress,
with a consequent reduction in performance, redatiiviarger individuals (Allen et al.
2012, Stevenson 1985). However, previous accdanisaster (Feder 1956,
Landenberger 1969) have suggested that this haatase. By exposing individuals
ranging in body size to desiccation (“drierite”d@tment), Feder (1956) demonstrated that
smallerPisaster are not more vulnerable to losing water througdpevation, nor of
showing earlier signs of physical distress (i.edypwall flattening, failure of tube feet to
attach) (Landenberger 1969). We therefore hypatbdghat size does not have a strong
effect on desiccation tolerance, and complemertiscbody of knowledge by following
an approach that recreated natural conditions mealestically. We exposed individuals
to a constant wind speed that paralleled aveiragéu measurements made during a
representative low-tide period, and measured padace during simulated high tides.
Finally, in an effort to place this study into amaeealistic ecological context, we
collected information of the body temperature thdtviduals would have been
experiencing in the different microhabitats avdgaibp a typical rocky intertidal zone,

recorded using biomimetic data loggers. In lighthese potential conditions and our
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direct observations of microhabitat use, we aineeftitther our understanding of the
mechanisms driving patterns of distributiorPisaster, and their role in defining

zonation patterns. While previous studies havegeasigd that their upper limits of
distribution are likely not set by temperature (Rstet al. 2009), we also know that
physiological performance is strongly dependensumlethal temperatures (Pincebourde
et al. 2008). Because vertical movement may inmyeased energy expenditure to
cope with physiological thermal stress (either a@rtchronic, sensu Pincebourde et al.
2008), we expectelisaster to behaviorally compensate for these costs byepeatially

seeking protected microhabitats (i.e. refuges).

MATERIAL AND METHODS

Study sites

We conducted field surveys at two study sites:\v@teary Hill (44°14'59.4” N,
124°06'54.7" W, Oregon, USA), and Bodega Marined®es (38°19'07.7” N,
123°04’'27" W, California, USA), spanning ~770 kmoofastline. We chose these sites
based on habitat suitability f@iisaster. Since the population size structurdPedaster

may vary widely across habitat types (Rogers &ifI2013), we limited our analysis to
wave-exposed rocky shores, where this keystoneafmeglays a more critical ecological
role (Menge et al. 1994, Paine 1966, Paine 197dgPet al. 1996). Both sites presented
dense mid-intertidal mussel beds, which prom®&ieaster presence and elicits its
keystone role (Menge et al. 1994, Paine 1974) veare topographically complex,
providing alternative microhabitats for sea stars¢cupy, including crevices, tide pools,
kelps, and open spaces. At the time of the surwegsting disease (Bates et al. 2009,

Stokstad 2014) had not yet affected populationsadmuhdances at all sites were high.
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Intertidal distribution surveys

To describePisaster microhabitat use (SDIH and refuge use) at eadatystite and

survey date, we sampled every individual encoudtaleng 5, 2-m wide, belt-transects
perpendicular to the coastline. Transects extefrded the height of the higheBtsaster
individual found to the low water level limit sey the spring-tide. We conducted all
surveys during the time of negative tide heighéspredicted and verified by NOAA'’s
CO-OPS (station IDs 9435380 and 9415020 for Stramwylill and Bodega,
respectively). For each sea star, we recorded bizéyand described microhabitat use.
We determined size from wet weight measurementntakth a portable balance (Ohaus
SP202, 200q) or a spring scale (Pesola, 1000ggndipg on the animal’s size. We
characterized the microhabitat in which each irdiral was found based on (1) intertidal
height (cm above MLLW), measured using a survelasegr-level (Topcon), and (2) its
refuge use, which was designated as either hettgbeal (i.e. crevice, tide pool, under
kelp) or exposed (i.e. flat, receiving solar raidial. We used regression analysis to
determine SDIH from the data collected during eauatvey (see sectiatatistical
analyses).

To evaluate temporal dynamics in sea star disiobysatterns we surveyed
Strawberry Hill and Bodega on multiple spring tgkziods during the summer of 2012
(Strawberry Hill: 24 May 2012, 22 June 2012, 20/R012, and 3 August 2012; Bodega:
22 May 2012, 8 June 2012, 20 June 2012, 19 Jul2,281d 1 August 2012). Bodega
was additionally surveyed repeatedly during thersens of 2010 (2 June 2010, 16 June

2010, and 28 June 2010) and 2011 (19 May 2011nd 2011, 15 June 2011, 1 July
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2011, and 14 July 2011); thus inter-annual compasgould be performed. To examine
spatial variability we compared data between sidlected in the same year (2012).
Foraging activity and distance to prey

We collected data to compdpesaster foraging activity and potential access to its
preferred prey, the mussaéiytilus californianus andM. trossulus. During the intertidal
distribution surveys of 2011 and 2012 at Bodegd, 2012 at Strawberry Hill (see
sectionintertidal distribution surveys), we recorded (1) whether sea stars were found
consuming mussels (i.e. digesting with stomachtedgrand (2) distance to closest
mussel bed edge, when found not eating.

Influence of environmental drivers

We examined the effect of changes in relevant enuiental variables on the intertidal
distribution patterns (SDIH and refuge use) exkibibyPisaster. We tested the effects
of seawater temperature (Sanford 1999), air tenyeré@Pincebourde et al. 2008), wind
speed (Landenberger 1969), wave action (Sanfor@®0@nd solar radiation (Burnaford
& Vasquez 2008) since all have been shown to affeatstar physiology, body
temperature and/or behavior (Szathmary et al. 2008 used data collected hourly by
an on-site weather station (200m from survey areshtained by the Bodega Ocean
Observing Node (available at http://www.bml.ucdaaasi/boon/). Because on-site
weather data were not available for Strawberry, Mi# conducted this analysis only for
Bodega. We manipulated the data series as folldwst, we extracted the data
corresponding to one day prior to each populationey, making the assumption that
any environmental cues (except sea water tempejairauld have had their impact

during the previous day’s aerial exposure (Szatlrataal. 2009). Second, we filtered
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environmental data according to the shore levelath they would influence the
condition ofPisaster. Namely, we only used data recorded during hidgh periods (>
1m above MLLW) for seawater temperature and wavemcand data recorded during
low tide periods<£ 1m) for air temperature, wind speed, and solaatexh. For each
driver, we determined both the daily maximum vadue the 7% percentile, which were
then regressed against our field observatior®asaister distribution. We report only the
output obtained with the former, as results didaqwatlitatively differ when using the
maxima or the 78 percentile.

The analysis addressed two main elemenBgafster distribution that could
potentially vary depending on environmental vatigbi First, we looked for
relationships between SDIH and the five driversidAecond, we tested whether these
drivers explained changes in the proportion ofvitlials found exposed during low-tide
surveys (i.e. refuge use).

Size-dependent aerial thermotolerance: Lab experinmg

To evaluate the effect #isaster body size on its aerial thermotolerance we coretiict
experiments to estimate and compare the lethaldeatyre (LEo, temperature at which
50% of the individuals die) between two size classenall (25 to 75g, N=34) and large
(250-400g, N=33). We ran these experiments duhuig 2011, at the Bodega Marine
Laboratory (BML, University of California — Davis).

We collected the specimens used for these expetsna¢Bodega Marine
Reserve, CA (38°19'4.9” N, 123°4'24.8” W), and h#hém in tanks with running
seawater and food (musdéitilus californianus) providedad libitum. We withdrew

their food supply 24h before the experiments to@né contributions of food to wet
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weight, and to standardize physiological conditi®efore beginning the experimental
treatments, we recorded each individuals’ wet weigie placed specimens (up to 2,
avoiding contact between them) on gray acrylicfptats positioned 25-cm above the
bottom of 75-L tanks. Below the platform, we pied a constant stream of seawater to
maintain high levels of ambient humidity. Above thlatforms we mounted a heat-lamp
(150-W) directed downwards, which could be movediwaly to adjust animal’s
temperature during each trial. Using a non-invagiNrared thermocouple thermometer
(Omega Corporation), we measured the surface textyserof each individual’s central
disc every 15-min. We ran each trial for 6h. IDgrthe first 3h, we gradually increased
body temperature from ambient seawater temper&tdiZ C) to the treatment
temperatures, which ranged between 24 and 40°G,2i@ intervals. During the last 3h,
we maintained the treatment temperature at conktesis. Then, we placed the
individuals in recovery tanks with running seawdter24h, after which we assessed
survival by probing their tube feet and evaluatingir response.
Size-dependent desiccation-tolerance: Lab experimen
To evaluate the effect #lisaster body size on its tolerance to desiccation, we ootetl
experiments to quantify and compare the performahagdividuals ranging in size (7.1
to 780.1g, N=26) after realistic, consecutive, @alily exposures to a moderately high
wind speed treatment of 3.5-4.0 th sWe ran these experiments during July 2011t th
BML.

We collected and prepared the animals for this exg@t following the same
steps described for thdnermotolerance Experiment. To evaluate sea stars’ response to

desiccation, we determined each individual's pentmmce on four consecutive days: (1)

19



One day prior to beginning the experiment, whichngel a baseline, individual-specific
value (reference), (2) day 1, after a first expegorthe wind speed treatment, (3) day 2,
after a second wind exposure, and (4) day 3, afferal wind exposure. We assessed
performance based on righting response tiR1§ (hneasurements (seconds) collected at
each time point in the three consecutive trialgl, @e reference. We calculated an
activity coefficient AC) (Lawrence & Cowell 1996, Percy 1973) for eachetipoint,
based on the equatioAC = 1000RT. We then calculated an average betweed@Cwe
from days 1, 2, and 3, corresponding to the panibdn the individual was subjected to
the desiccation treatment. We finally calculateel difference between this after
treatmentAC and the referenc&C of each individual, thus obtaining a relative meas

of the effect of desiccation. These data were fremtlby adding a positive offset value
in order to have only positive number, which wérert analyzed in relation to body size.
Robo-sea star temperature records

To assess the temperatures individuals would haga bxperiencing in different
microhabitats frequently occupied by sea starsgoéential body temperature), we used
biomimetic temperature loggers (iButton DS192260@%)C resolution) modified to
resemble the thermal properties of an averagePssaster, ~ 200g (Szathmary et al.
2009). We deployed these biomimetic sensors,.ad@-sea stars, at Strawberry Hill
and Bodega, during the summer of 2012, and contisiyaecorded (15-min sampling
rate)Pisaster body temperature in exposed (high, mid, and Iaertidal heights) and

protected (crevices, and tide pools) microhabitats.
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Physiological performance and survival consequenced body temperature
We used the robo-sea star temperature data toatgdhe physiological implications, as
well as potential mortality effects, of selectirack microhabitat type. Physiological
consequences were quantified based on a thernmsitigiy curve previously derived for
Pisaster (Monaco et al. 2014). Mortality effects were exaea via cumulative survival
curves described for each microhabitat type, dags¢cand site.
Statistical analyses
All statistical analyses were conducted using R13(R Core Team 2013). To determine
the effect of body size on individuals’ intertidadight (i.e. SDIH) we ran regression
analyses using data collected during each survgyBertness 1977, Hobday 1995). To
test whether microhabitat use would change thereatiithese relationships, it was
included in the models as a categorical variaBlae to lack of normality in the data
(even after logy-transformations) we used generalized linear mod&ldv) and
generalized linear mixed effects models (GLMM) wiag@propriate, assuming gamma
(with “identity” link function) error distributionswhich yielded the lowest dispersion
(determined using the “gamma.dispersion” functiamf the MASS package in R).
Because the sample sizes were unbalanced betweg&ysuwve computed the
significance of model parameters via LikelihoodiBRdtests (LRT) using Type Il sums
of squares. We checked for homogeneity of varigihgevisual inspections of diagnostic
plots of residuals vs. fitted data (R package.

To determine whether SDIH and microhabitat useepastvaried among survey
dates (i.e. temporal variability) at each site gedr, we ran multiple regressions with

date as an additional main factor. We did not domldata from different years to avoid
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introducing variability due to unaccounted evesetg(Bodega’s population density was
dramatically reduced in 2012). Similarly, to examiwhether SDIH and microhabitat
use patterns varied between sites (i.e. spatisbisity), we ran multiple regressions
with site as an additional main factor. We ras tomparison using data collected in
2012 because surveys at Strawberry Hill were oohdacted that year.

To examine the relationships between SDIH anditteednvironmental drivers
considered (both daily maxima and™%ercentile), we ran multiple regression analyses,
where the slope of the regression lines betvsaster intertidal height and wet weight
(Table 2.1) was defined as the response variabteah five drivers treated as
independent variables. Similarly, we tested whetthese drivers explained changes in
the proportion of individuals found exposed duriog-tide surveys using multiple
logistic regression analyses, treating exposum@épted/exposed) as response and the
five environmental drivers as independent variabM& observed collinearity between
the explanatory variables air temperature and satfiation (variance inflation factor >
10) (Quinn & Keough 2002) which is not surprisimgce the latter can often strongly
drive the former. To avoid this issue, we ranrégressions twice, once including air
temperature and excluding solar radiation, and verea.

Pisaster thermotolerance survival data for each size-als® fitted using
logistic regression models estimated by generaline@r models with binomial error
distributions. We determined kg from these models, and contrasted them usinga on
tailed z-score test (Quinn & Keough 2002).

The relationship betwedpisaster relative performance after the desiccation

treatment and body size was described by a 2-paeameymptotic exponential model.
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We used the asymptote in the fitted curve as reterenarking the size at which
individuals’ AC was least affected by the desiccation treatmkmtividuals performing <
1SE of the asymptote were regarded as significafitbcted by desiccation.

To compare the temperature time series obtained fine robo-sea stars at
different tidal elevations and microhabitat types, calculated Mean Absolute Errors
(MAE), and ran paired t-tests using daily maximualues. For each site, we defined the
high intertidal exposed robo-sea star (expectatisolay the hottest temperatures) as the
reference time series against which all other reb®stars were compared. Physiological
implications of selecting each microhabitat weramjified based on a thermal sensitivity
curve previously derived fd?isaster (Monaco et al. 2014). Specifically, using the
thermal performance breadth parameter (i.e. tertypereange where performance is
>69% of maximum; Sharpe & DeMichele 1977), estimatebe 17.2-23.8°C, we
calculated the percentage of tiffisaster would have spent below, above, and within
that range at each microhabitat. Potential maytaffects of body temperature were
evaluated based on cumulative survival curves destfor each microhabitat, size
class, and site. We calculated this using thestagiunctions modeled from our size-

dependent Thermotolerance Experiments, and theseastars’ temperature records.

RESULTS

Pisaster intertidal distribution

Year-to-year changes Pisaster demographics (density and size-frequency distiobit
at Bodega Marine Reserve were marked. Becausestliiely due to unaccounted
population and community level phenomena such asivainvertebrate die-offs,

presumably driven by harmful algal blooms, thaktptace in August 2011 (Rogers-
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Bennett et al. 2012), we grouped the data by yedusde, and examined temporal
dynamics occurring between survey dates. Ovehalpatterns of size-dependent
intertidal distribution (i.e. the relationship betan individuals’ intertidal height and
refuge use, and body size) shownRisaster were highly variable (Figs. 1 and 2),
although some generalizations could be made. \Gagw specific findings below.

Table 2.1 shows the generalized linear model (Gtddyession coefficients for
the data collected during the different surveyse $Airveyed the Bodega population three
times in 2010. Not surprisingly, most individualere consistently found protected from
the elements either in crevices, tide pools, orudyae (Table 2.1). A logistic
regression analysis revealed tRetaster refuge use (i.e. proportion of protected
individuals) was not affected by size (LR{f,= 0.2, df = 1, P > 0.05), although it did
vary among the three surveys (LR = 34.8, df = 1, P < 0.01). While the first 2010
Bodega survey (2 June 2010) revealed no effeazefas refuge use oRisaster shore
level, the second (16 June 2010) and third (28 20016€) showed a negative relationship
between shore level and size, at least for thoseads found in protected microhabitats.
In contrast, exposed individuals showed no sigaiftaelationship (Table 2.1; Fig. 2.1A-
C) in any of the three surveys. Additionally, gnession analysis to test the influence of
size, refuge use, and survey datdPsaster shore level revealed the following: first, a
non-significant interaction between the effectiaésand refuge use (i.e. parallel slopes)
(LRT, y*= 1.7, df = 1, P > 0.05); and second, a signifiedfect of body size (LRTy? =
24.5, df = 1, P < 0.01) and refuge useRisaster shore level (LRTy? =49.3,df=1, P <

0.01), which did not change with survey date (LiFTs 3.8, df = 1, P = 0.05) (Fig. 2.1A-
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C). ThusPisaster shore level in the intertidal depended both or aizd refuge use, and
the pattern did not vary much among surveys cordudtiring the summer of 2010.

The Bodega population was surveyed 5 times in 2@dain, most individuals
were found protected from solar radiation (TablB,2and size had no significant effect
on refuge use (LR = 2.8, df = 1, P > 0.05), although the proporidmexposed
individuals varied among surveys (LRF,= 7.9, df = 1, P < 0.01). As for the 2010
survey, in 2011 we found that the relationship leemvshore level and size was
conditioned byPisaster refuge use. In four survey dates (19 May 2011]urte 2011, 1
July 2011, 14 July 2011), the slope of this regogs®/as negative and significant for the
protected individuals, and not different from zéothe exposed ones (Fig. 2.1D, F, G,
H). In the remaining survey (4 June 2011), whilet@cted animals exhibited no
relationship between shore level and size, expogbdiduals’ size increased with
intertidal elevation (Fig. 2.1E; Table 2.1). Tlegression analysis further confirmed that
the slopes of the lines differed between protewtedxposed groups (LR = 7.1, df =
1, P <0.01), so we could not statistically comgheer intercepts. However, a simple
visual inspection of Figure 2.1D-H reveals exposelividuals occupying higher shore
levels than protected ones with non-overlappingitistions. Additionally, a GLMM
(with refuge use as random variable to removefiexH showed that the relationship
between shore level and size was weakly influetgesurvey date (LRTy” = 4.0, DF =
1, P = 0.045), indicating a slight effect of time 8DIH.

In the summer of 2012, tH&saster population at Bodega had shrunk
dramatically from 0.52 + 0.03 ind. frin 2011 to 0.08 + 0.01 ind. AM(mean + 1 SE).

Possibly as a consequence, the total number ofsexipgea stars was also reduced (Table
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2.1). Because there were so few exposed indivéduad ran statistics for this year using
only data for protected individuals encounteredont-the four surveys conducted, two
(22 May 2012, 20 June 2012) showed significant tregaelationships betwed?isaster
intertidal height and body size (Fig. 2.11, K), ama (8 June 2012, 19 July 2012)
showed no relationship (Fig. 2.1J, L; Table 2\tJe ran a regression analysis to test for
statistical differences between the regressionsrites! during each survey date. First,
despite having found significant slopes only footef the regressions (Table 2.1), we
detected a non-significant interaction betweerefifiect of size and refuge use (i.e.
parallel slopes) (LRTy* = 0.005, df = 1, P > 0.05); and second, a sigaifieffect of
survey date on sea stars’ intertidal height (LITs 16.4, df = 1, P < 0.01) (Fig. 2.1I-L),
reflecting temporal variability.

In generalPisaster intertidal distribution appeared less constraiae8trawberry
Hill than Bodega, as suggested by the broader sadapping error bands (Figs. 2.1 and
2.2). Again, the majority of sea stars sampledeweund protected (Table 2.1);
however, the proportion of protected individualssw@ver than at Bodega, as revealed
by a GLM with site and survey date as main efféckT, x> = 7.1, df = 1, P < 0.01).
Also contrary to Bodega, at Strawberry Hill we fdwignificant effects of size on
Pisaster refuge use (LRTy? = 8.3, df = 1, P < 0.01). As for Bodega, the mtipn of
protected individuals varied between surveys (LR E 14.2, df = 1, P < 0.01). From
the four Strawberry Hill surveys, the only sign#id regressions between individuals’
shore level and size were a negative and a posélagonship for the protected animals
from survey dates 05/24/2012 and 07/20/2012, résede (Fig. 2.2A, 2.2C; Table 2.1).

A regression analysis to examine the variabilityhafse regressions revealed significant
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effects of both survey date (LRJ. = 4.5, df = 1, P < 0.05) and individuals’ refugeeu
(LRT, Xz =8.3,df =1, P <0.01). Interestingly, the alkerelationship between shore
level and size was positive (LR = 4.0, df = 1, P < 0.05), in contrast to the trend
observed at Bodega (Figs. 2.1 and 2.2; Table 2.1).

Overall, we found extensive evidence for the SD#itgrn, but only for animals
found protected. From the 16 surveys conducteghb8ved negative relationships
between shore level and body size, nine of whictewnificant.

Foraging activity and distance to prey

We recorded foraging activity and distance to fre&y closest mussel bed edge) for
Pisaster individuals sampled during the surveys conductdgibalega in 2011 and 2012,
and Strawberry Hill in 2012. Although distanceptey was farther for individuals at
Strawberry Hill (mean + SE; 256.66 + 24.49 cm) tBamdega (mean + SE; 75.27 £ 2.79
cm), the proportion of animals foraging was greatdhe former (mean = SE; 0.30 £
0.02) than the latter (mean + SE; 0.10 = 0.02)esEhobservations may account for the
higher proportion of exposed individuals observe8teawberry Hill vs. Bodega (see
results in sectioRisaster intertidal distribution).

Role of environmental drivers and how they translag¢ to the organism

Contrary to our expectations, we found no overdlitronship between any of the five
environmental variables evaluated (air temperatokyyr radiation, seawater temperature,
wave height, wind speed) and the SDIHPgdaster surveyed from Bodega. This was
true for both analyses, considering only protectednly exposed individuals (Appendix
A). With regard to refuge use, although the prtiparof individuals found exposed was

consistently low (Table 2.1), a slight but sigrafint decrease in the proportion of animals
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exposed could be attributed to increases in botteaiperature (Fig. 2.4A; LRTy 2=
22.5,df = 1, P < 0.01) and solar radiation (Fig® LRT, x?=12.8,df = 1, P < 0.01)
during the day prior to our field population surgeyVhile the model that included solar
radiation as an independent variable did not detedffect of seawater temperature on
Pisaster exposure (Fig. 2.4C; LR} = 1.9, df = 1, P > 0.05), the model that considere
air temperature revealed a positive influence (EigC; LRT x> = 4.3, df = 1, P < 0.05).
We detected no relationship between proportioRisdster in refuge and the
environmental drivers wave height (Fig. 2.4D; LRT= 0.48, df = 1, P > 0.05), or wind
speed (Fig. 2.4E; LR}? = 0.07, df = 1, P > 0.05).

Because ectothermic organisms’ body temperatugedraren by multiple
environmental variables of which ambient air tenap@re is but one (Broitman et al.
2009, Helmuth 2002), we further examined the inflzeeof maximum temperatures
recorded by robo-sea stars (which provide a clestimate of the animal’s body
temperature) one day prior to the surveys. Whehihg for the effect of these potential
body temperatures measured by robo-sea stars @epédyow, mid, and high intertidal
heights on SDIH, as measured by the regressioesliopTable 2.1, we again found no
significant relationships (LRT; P > 0.05 in all eay. However, as with air temperature
measured by the weather station, we observed &y@oassociation between
temperatures recorded by robo-sea stars deployed attertidal heights anBisaster
refuge use on the next day (Fig. 2.4A; LRT= 10.2, df = 1, P < 0.01) and mid (Fig.
2.4B; LRT,y? = 17.2,df = 1, P < 0.01). Although the high ititéal robo-sea star was
weakly negatively associated with the proportiopmaitected individuals (Fig. 2.4C), the

effect was non-significant (LR = 0.2, df = 1, P > 0.05). Additionally, note thiaé
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maximum potential body temperatures reached highleles than maximum air
temperatures (Fig. 2.3A vs. 2.4).

Size-dependent tolerance to thermal and desiccatimiress

LargePisaster individuals showed a significantly higher mediatinéd temperature
(LTs0) than small animals (mean + SE; large = 33.3 £Q;%mall =31.6 +0.5°C; z = -
1.76; P = 0.04) (Fig. 2.5).

The effect of wind (and hence desiccation) on tteviy coefficient ofPisaster
depended on individual size (Fig. 2.6). Accordio@-parameter asymptotic exponential
model fitted, animals smaller than 105.8g signifibareduced performance below 1SE
of the estimated asymptote after exposure to cootia wind during simulated low tide
periods. From the 19 individuals larger than 1§5r8ated, only four (21.1%) reduced
their activity coefficient below that threshold.

Robo-sea star temperature records

Pisaster body temperatures, as determined using robo-aes showed variable patterns
among sites. Most of the observed variability barattributed to periods when robo-sea
stars were aerially exposed during low tides. F@dl7 shows temperatures recorded at
Strawberry Hill and Bodega, in three exposed (higial, and low intertidal) and two
protected (crevice and tide pool) microhabitat$.béth sites the high-intertidal robo-sea
star temperatures were consistently higher (paitedts, P < 0.01 in all cases) and more
variable (F-tests, P < 0.01 in all cases, excapthi® low-intertidal and tide pool robo-sea
stars at Strawberry Hill) than the other microhatsitonsidered. However, note that
MAE and variance ratios were greater at Bodega 8teawberry Hill (Fig. 2.7),

suggesting that the choice between contrastingamadiitats is more important for
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Pisaster at the former site. Also, based on MAEs betwe@raghabitats, we found that
for Strawberry Hill the coolest microhabitats werevices, and at Bodega either low
intertidal, crevices, or tide pools (Figure 2.As a caveat, the relatively high
temperatures recorded by low intertidal and tidel pobo-sea stars at Strawberry Hill is
likely explained by their specific location: therieer received more solar radiation than
the rest, and the latter was in a rather shalloat pnd may have not been always
covered.

Between-site variations in temperature patterngvaéso observed. For exposed
microhabitats, both mean and variance in daily mamn temperatures were greater at
Bodega than Strawberry Hill. For example, higleitilal temperatures at Bodega were
22.5+0.6°C, vs. 19.9 + 0.5°C (mean * 1SE) atv@eary Hill. For protected
microhabitats, in turn, variance was higher at\@erry Hill than Bodega, although the
mean temperatures were still higher at Bodega.ekample, this was observed for
crevices, where temperatures were 13.4 + 0.2°@dega, and 12.8 + 0.3°C (mean *
1SE) at Strawberry Hill.

Physiological consequences

With regards to the potential physiological consawes of occupying different
microhabitats, we found that the percentage of spent at temperatures above the
thermal performance breadth (>23.8°C) was minimao in every case (Table 2.2).
However, note that at least for mid and high imdattmicrohabitatsPisaster at Bodega
would have experienced slightly more time above thieshold than at Strawberry Hill.
The proportion of time spent within the thermalfpemance breadth (17.2-23.8°C) was

also low (<5%) for every microhabitat, except tihghhntertidal at Strawberry Hill and
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Bodega, reaching values of 7.51 and 6.45%, resdgti As a corollary, for all
microhabitats at both siteBijsaster was estimated to have spent most of the time (390%
at body temperatures markedly lower than the optiheamal performance breadth
(<17.2°C) (Table 2.2, Fig. 2.7).

Survival probability

Our survival analysis revealed that for the timadaw evaluated, the cumulative
probability of survival was markedly high at boites, and for both size classes (Fig.
2.8). Only the high intertidal zone at Bodega sadwotentially risky conditions for

large and smalPisaster, for which final cumulative survival was 0.87 ah&9

respectively (Fig. 2.8B,D).

DiscussiON

A growing body of literature has demonstrated #aplistic assumptions about
individuals’ habitat can be misleading when trytogaccurately establish relationships
between the physical environment and the organkésinfuth 2002, Kearney 2006,
Wethey 1983). In many instances observed diffegmt conditions among
microhabitats can exceed those over large geographles (Denny et al. 2011).
Furthermore, as individuals’ fitness results frdma tonditions experienced cumulatively
throughout ontogeny, earlier studies have encodragesidering all size classes in order
to better predict the impacts of combined climatid non-climatic variables on natural
systems (Manzur et al. 2010). Here we explicélstéd these generalizations using a
mobile rocky intertidal predator, the sea $esaster ochraceus. Specifically, we
examined dynamics iRisaster patterns of size-dependent microhabitat use, atedithe

role of environmental variables and size-dependensitivity to desiccation and
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temperature stress, and explored potential ecoplogstal consequences of microhabitat
use inPisaster.

Pisaster intertidal distribution

As has been reported previously (Feder 1956, Fy.&012), we observed evidence of
size-dependent intertidal heightRsaster, with larger individuals found lower on the
shore. We found this in 2/3 of surveys of protdcaimals, but not for exposed animals.
We additionally found that this pattern varied btamporally and geographically (Figs.
2.1 and 2.2; Table 2.1). Given that this specasttavel several meters during high tide
periods (Robles et al. 1995), it is not surpridimgt its distribution patterns changed over
time. Interestingly, when considering the shiftsSDIH occurring between surveys
(within years) (Table 2.1), the bulk of the varatiseems driven by vertical
displacements of larger size animals, whereas smallividuals tend to remain at
relatively fixed heights (Figs. 2.1 and 2.2). Weasulate that two main elements
determine such a phenomenon. First, our preliioapublished data suggests that,
while submerged during high tide, larg@saster are more active and travel faster than
small individuals. Secon@®jsaster is known for avoiding physical stressors by segkin
protection before low tide (Garza & Robles 2010bRs et al. 1995); however, because
larger animals cannot benefit from small creviesssmaller individuals might, they are
often forced to move towards the milder subtidalezoAs a result, the pattern of SDIH
emerges only for animals found sheltered. In @mtfbecause exposed animals are
presumably not seeking refuge, they do not exl§bilH. SincePisaster generally

requires leaving its refuge to reach a higher musse and forage (Garza & Robles
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2010, Paine 1974, Robles et al. 1995), which ocmgardless of body size, one can
expect an absence in the SDIH pattern for exposadtars, as we observed here.

As expected based on previous research (Burnafordsgjuez 2008, Fly et al.
2012, Pincebourde et al. 2008), mB=aster individuals surveyed were found in
microhabitats protected from the elements (Tall¢, 2vhich reinforces the idea that this
species favors avoiding physical stressors charsatteof low tide periods (Garza &
Robles 2010, Robles et al. 1995). Microhabitatussed substantially between survey
dates and sites (relatively more exposed seaat&awberry Hill than Bodega) (Table
2.1). Notably, however, whileisaster size had no effect on microhabitat use at Bodega,
at Strawberry Hill we observed a negative relatnm®etween proportion of protected
individuals and size (Results sectiBisaster intertidal distribution). The observation
that sea stars were generally more exposed at IstrayHill than Bodega could be due
to mussel bed patches being more scattered abtimef site; where Strawberry Hill is
characterized by a number of large rock outcrogshagh substratum heterogeneity,
Bodega is a more or less gently sloping bench eathparatively less topographic
complexity. This in turn is possibly a consequeotthe higher predation pressure
imposed by a dense populationRigaster at Strawberry Hill (Results sectidioraging
activity and distanceto prey). Also, we suggest that the negative relationbefgveen
size and refuge use at Strawberry Hill may be empthin part by the lower availability
of mussels, and in part by the greater difficuleesountered by larg&isaster in

finding refuges.
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Foraging activity and distance to prey

AlthoughPisaster at Strawberry Hill were on average farther from tdhosest mussel bed
edge, they were eating more tHaisaster at Bodega. We also observed higResaster
density at Strawberry Hill than Bodega. These nlzg®ns prompt the hypothesis that
higher predation pressure at Strawberry Hill, dnibg increase®isaster density, has
contributed (in concert with the presence of roatcmps) to increased spacing between
mussel beds to a point where sea stars are foovasal/er greater distances to forage.
These observed patterns, in turn, may explain whividuals are more exposed at
Strawberry Hill, as well as why we observed a positelationship between size and
proportion of exposed animals at this site aloAs.mentioned above, securing refuge
may be harder for larger animals. For laRggaster, foraging implies moving up the
shore to capture prey and externally digest, amehdo find a refuge again, so greater
distances to mussel beds imply higher likelihoot&hg stranded at an exposed
microhabitat once the tide is low. Of course thik have an impact on both body
temperature and physiological condition, which wdrass below.

Role of environmental drivers and how they translag to the organism

Knowing that the patterns #isaster size-dependent distribution vary, the questiomthe
becomes: what, if anything, are the role of envinental drivers? We examined two
aspects that defin@isaster distribution, the slopes of the regressions betwetertidal
height and size (i.e. SDIH), and refuge use (xeosed/protected). We found no
association between SDIH and any of the variableasured by the on-site sensor station
(air temperature, solar radiation, seawater tentperawind speed, and wave height),

within the range of conditions during the studyipeér(Appendix A). Our data, however,
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showed that the proportion of individuals foundefugia was positively affected by air
temperature and solar radiation (Fig. 2.3).

Both air temperature and solar radiation have loegn recognized as important
drivers of species’ physiological and behaviorapanses (Burnaford & Vasquez 2008,
Jones & Boulding 1999). For ectotherms, both \deis are important drivers of an
organism’s heat budget (Helmuth 1998), and hendg tmmperature; however, since
their signal may be obscured by simultaneous cleimgether variables affecting heat
flows (some of which we addressed here) (Helmu®220t seemed likely more
informative to evaluate the effect of body temperadé measureih situ using
biomimetic loggergSzathmary et al. 2009). This approach, neversselgelded results
that paralleled our findings based on weatherstatieasurements. Namely, although
increases in body temperature recorded by robstses did not affect observed SDIH
patterns, they were positively correlated with tinenber of individuals found protected
(Fig. 2.4A,B). The lack of a relationship betweg®nportion of protected individuals and
biomimic temperatures measured in the upper (higkjtidal zone (Fig. 2.4C) reveals
that individuals’ response to changes in tempeeagutightly dependent on the
conditions truly experienced by the organism. SifewPisaster were observed at high
elevations, our high intertidal temperature measeréas did not necessarily reflect the
real conditions experienced by sea stars, andftrermight not be expected to drive
their behavioral response. Lastly, the fact thatgerature maxima recorded by robo-sea
stars were higher than air temperatures measuréiehyeather station (Fig. 2.3A vs.
2.4), points to the relevance of solar radiatioraisingPisaster body temperature during

low tide.
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Body temperatures across microhabitats and potentlaconsequences

On a hot day, the rocky intertidal can potentialtier a wide array of physical conditions
thatPisaster may have to cope with. By discriminating betweg&posed and protected
microhabitats, and recording potential body temipees using robo-sea stars, we have
captured some of the thermal variability (Fig. 2.Rot surprisingly, exposeéi saster,
especially in the mid and high intertidal, are sabgd to higher temperatures and greater
variability than protected individuals. But how wd this affectPisaster physiological
state? Itis long known that body temperature legga physiological rates and fitness
(Hochachka & Somero 2002), but because of the agtrmomature of organisms’
thermal response, the effect is often difficulagsess (Martin & Huey 2008). One way
of quantifying the cumulative impact of temperatareorganisms’ physiological
condition is by means of a thermal performance eionaco & Helmuth 2011).
Plugging the temperature time series collectetdeattfferent microhabitats into a
thermal performance curve derived by Monaco €R8l14) revealed that, although the
high intertidal may offer conditions that wouldaail relatively high physiological
performance (Fig. 2.7Risaster is selecting for cool microhabitats (Table 2.1)dacive

to low performance (Table 2.2). Such a responsrevbrganisms appear to behaviorally
select for temperatures below their optimum has lvadely documented for both
marine and terrestrial ectotherms (e.g. Martin &@008, Tepler et al. 2011).
Counterintuitively, one possible explanation fastbuboptimal behavior is based on a
fitness maximization criterion. The concept of3saptimal is optimal” (Martin & Huey
2008) maintains that ectotherms select temperalowes than those that yield the

highest fitness based on: (1) the negatively skestegbe of a thermal performance curve,
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including that ofPisaster (Monaco et al. 2014), and (2) the fact that eeotis are
imperfect thermoregulators. A negatively (leftealed curve means that, if field body
temperatures are close to or at optimal, an inereabody temperature (to the right)
generates a greater depression in performancetbanrease in temperature by the same
amount. Accordingly, given the high thermal heggnaeity in the rocky intertidal,
selecting for cool and thermally homogeneous miabatiats (e.g. crevices) may grant
Pisaster a higher cumulative fitness than what can be expetom warmer (seemingly
more profitable) microhabitats (e.g. exposed highriidal) through the avoidance of
rare but potentially very damaging extreme tempeest A second, non-exclusive
explanation considers the risk-probability of reagHethal body temperatures. Thus,
besides increasing performance, favoring protectiedohabitats (Table 2.1) where
conditions are cooler and homogeneous (Fig. 2.@)ldvprotectPisaster against
reaching upper critical temperatures, typicallgisiiy warmer than organisms’ optimal
temperature (Martin & Huey 2008). Indeed, our stalvanalysis revealed that during
the period of the studyisaster cumulative probability of survival with respectliody
temperatures was clearly high for all microhabitatere individuals are actually
encountered (Fig. 2.8).

It is often assumed that intertidal organisms lieey close to their thermal
tolerance limits (Denny et al. 2011, Jones et@D3 Stillman 2002) but see Mislan et al.
2014). However, giveRisaster’s preference for cool microhabitats (Table 2.1, o
analysis suggests that this is not true for theslptory sea star. As increasingly
demonstrated by studies documenting thermoregylamavior in intertidal species

(lacarella & Helmuth 2012, Mufioz et al. 2005, Plmmerde et al. 2009), only
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comprehensive approaches that consider the iniemaatt potential body temperature and
ecophysiological performance will truly reveal holese to their limits organisms are.

Between-site comparisons showed thigaster at Strawberry Hill would have
experienced temperatures above thermal perfornmaneeelth for less time than at
Bodega (Table 2.2). Although the difference seeagdigible, it does suggest that the
potential risk associated with thermal stress etv@ierry Hill is lower. This reduced
cost, along with the fact that distance to pregreater at Strawberry Hill, may help
explain the higher proportion of exposed individualbserved there, relative to Bodega
(Table 2.1). Note that Strawberry Hill is usuakigarded as a hotter site because the
timing of low tide is closer to noon than lowertiadle sites. Although our body
temperature data did not conform to that expectatemger records may detect such a
trend.

Our measurements of potential body temperatureledwpth regular
observations of microhabitat use provide a unigerspective of this model system,
which had not been explored before. Although wevkRisaster preferentially seeks
protected microhabitats, there are no previouswatsoof what this means in terms of
body temperature at a population level. We shomadnly thatPisaster body
temperature can be far from the air temperaturerded by a weather station (Broitman
et al. 2009, Pincebourde et al. 2009, Szathmaay, @009), but also that refuge-seeking
behavior can strongly buffer the conditions experesl by individuals (Kearney et al.
2009, Marshall et al. 2013). This is especiallpartant when trying to predict
population dynamics in response to environmentggure driven, for example, by

ENSO events or ongoing climate change (Helmuth. &085).

38



Size-dependent tolerance to thermal and desiccatiairess

Contrary to our expectation and previous litera(deck et al. 2009, Portner 2002), we
found that upper critical temperature @g)lis higher for the large size-classRygaster

(Fig. 2.5). Similarly, although we expected nceeftfof size orPisaster sensitivity to

wind stress based on previous desiccation expetgrfeandenberger 1969), results
revealed that the performance of smaller individwes strongly reduced, in comparison
to larger animals, following realistic exposuresviad stress (Fig. 2.6). The latter
finding matches biophysical predictions based afase-area to volume ratio
considerations (Allen et al. 2012, McQuaid 1982).

As such, neither of these results would explainpilesence of larger animals
lower on the shore. However, when considered nted with our data of body
temperature and microhabitat use, these resultsderan alternative perspective that
may better characterize the system. Although veeded an effect of body size on the
intertidal height oPisaster, it was only evident for individuals found in refa.
Furthermore, we found no relationship between ®gy and refuge use. These findings
reveal that, regardless of body size, sea starsea@ing protected microhabitats.
However, because larger animals are often founéd@m the shore, the strategy seems
to differ between size classes. We suggest thgedRisaster find refuge more easily
lower on the shore, as opposed to small individwéils may benefit from a wider array
of large and small features on the rock surfaaduding nooks and crevices, or even
biogenic material provided for instance by museefs or algae (Bertness et al. 1999,
Cartwright & Williams 2012, Garrity 1984, Jones &®#ding 1999). This idea is further

supported by observations of refuge use in reldbashore level. Indeed, we found
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negative relationships between the probabilityirdihg Pisaster individuals sheltered in
refuges and their intertidal height at Strawbertl (ffig. 2.9A) and Bodega (Fig. 2.9B).
Altogether, our data are consistent with the olet@ya discussed by Vermeij
(1972) that, as a low intertidal organidansaster exhibits a reduction in body size with
shore level; however, negative biotic interactidosnot appear to drive the pattern. As
argued by Raffaelli and Hughes (1978), the shorellsize gradient shown Bisaster
might be better explained by the availability obper refuges. Because most individuals
are found in protected microhabitats (Table 2.&)pag which potential body
temperatures are quite similar (Fig. 2.7), condgiexperienced between size classes are
ultimately very similar. Thus, as long as suitaibierohabitats are available, the refuge-
seeking strategy exhibited Pysaster (Garza & Robles 2010, Robles et al. 1995) is not
dependent on size.
Conclusions
Pisaster size-dependent distribution, in terms of intertioeight and refuge use, varied
with time and between sites. While the physicaimmment (notably air temperature
and solar radiation) may have played an importaletin driving sea starshovement
between protected and exposed microhabitats, wedfaa relationship betwedhsaster
SDIH and the environmental variables examined.reborted elsewher®)jsaster
follows a risk-avoiding strategy by favoring prated microhabitats, which we showed is
not influenced by body size. Furthermore, givenahservation that potential impacts of
temperature on physiological condition and cumuéasurvival are minimal, such a
strategy does not seem to obey immediate resptmgesvailing conditions. Instead,

our observation that individuals’ responses to glearin body temperature were delayed
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by one day supports the idea tR&daster can behaviorally thermoregulate, but not
perfectly (Martin & Huey 2008). Because verticadvements seemed primarily
controlled by larger individuals, different sizBtkaster seem to vary in their ability to
find refuge across the intertidal. While smallraals may find protection easily in the
mid-intertidal, large sea stars may need to seeteption lower on the shore. As such,
the negative relationship between intertidal heggidPisaster size (i.e. SDIH) results
from (1) a preference for cool, homogeneous midsghats, and (2) the difficulties for
large individuals to secure refuge within thosenoh@bitats at higher vertical levels.
Contrary to our expectations, the nominal diffeeencLTso between size classes and the
fact that wind stress has a greater effect on smdilliduals, suggest that size-dependent
sensitivity to these stressors does not providexgtanation for their distribution
patterns.

Additionally, their behavioral response appeargesibd to local conditions of
food availability. At Strawberry Hill, wherBisaster needs to travel farther for prey, the
likelihood of being exposed during low tide is gerahan at Bodega. Although this
would presumably increase potential risks, our datav that sea stars actually forage
more at Strawberry Hill. Indirect assessmentshylsplogical condition reveal no major
reductions in relative performance for animals fritis site, in comparison to Bodega,
where mussel prey is more readily available. Adtbgr, this supports the hypothesis that
microhabitat selection biisaster is not triggered by a search for optimal, but for
suboptimal physical conditions. Given the hetensgels nature of the rocky intertidal,
where extremes may be common, such a risk-avogtinagegy stands as a plausible

adaptation.
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Table 2.1Pisaster size-dependent distribution surveys’ informatidtegression lines
were fitted using GLM (gamma error distributior§haded rows represent protected
groups. NaN (i.e. not a number) indicates thapdr@ameter could not be calculated
because no individual was found in that group.aRws < 0.05 or < 0.01 are followed by
one or two * symbols, respectively.

Site/ Microhabitat N % at Slope P-value

Survey date Microhabitat Mean + SE

Strawberry Hill

05/24/2012 Protected 49 62.82 -0.147 £ 0.021 0.008**
Exposed 29 37.18 0.089 £ 0.059 0.129
06/22/2012 Protected 37 71.15 0.091 £ 0.061 0.205
Exposed 15 28.85 0.019 £ 0.070 0.789
07/20/2012 Protected 49 63.64 0.126 + 0.052 0.042*
Exposed 28 36.36 -0.022 + 0.0440.659
08/03/2012 Protected 66 92.96 0.027 £ 0.037 0.518
Exposed 5 7.04 0.181 +£0.179 0.246
Bodega
06/02/2010 Protected 198 71.22 -0.021 + 0.015 0.156
Exposed 80 28.78 -0.003 + 0.0250.908
06/16/2010 Protected 234 84.78 -0.054 + 0.012 0.000**
Exposed 42 15.22 -0.015 + 0.0230.488
06/28/2010 Protected 267 88.41 -0.023 + 0.009 0.010**
Exposed 35 11.59 -0.004 + 0.0160.791
05/19/2011 Protected 107 74.31 -0.058 + 0.022 0.007**
Exposed 37 25.69 0.015 +0.039 0.713
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Exposed 32 22.54 0.072 £ 0.024 0.004**

Exposed 33 17.74 0.052 £ 0.050 0.314

Exposed 22 12.09 -0.046 +0.1230.713

Exposed 28 16.77 0.015 + 0.028 0.595

Exposed 0O O NaN NaN

Exposed 0O O NaN NaN

Exposed 4 16.00 0.040 + 0.025 0.248

Exposed 2 9.09 NaN NaN
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Table 2.2Potential physiological consequencesPmaster of occupying different
microhabitats.Data represents percentage of time experiencirenpat body
temperatures (as measured by robo-sea starshthaglow (<17.2°C), within (17.2-
23.8°C), and above (>23.8°@jsaster thermal performance breath (69% of maximum
performance). Thermal performance breath was méted from a performance curve
empirically derived by Monaco et al. (2014).

Site Microhabitat % Below % Within % Above

(<17.2°C) (17.2-23.8°C)  (>23.8°C)

Strawberry High intertidal 91.33 7.51 1.19

Hill
Mid intertidal 98.88 1.12 0.00
Low intertidal 97.77 2.20 0.03
Crevice 100.00 0.00 0.00
Tide pool 97.76 1.99 0.25

Bodega High intertidal ~ 90.99 6.45 2.56
Mid intertidal 98.82 1.05 0.13
Low intertidal 99.97 0.03 0.00
Crevice 99.92 0.08 0.00
Tide pool 100.00 0.00 0.00
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A) Bodega (06/02/2010) E) Bodega (06/04/2011) )
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B) Bodega (06/16/2010) F) Bodega (06/15/2011) J) Bodega (06/08/2012)

G) Bodega (07/01/2011) K) Bodega (06/20/2012)

Intertidal height (cm above MLLW)
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D) Bodega (05/19/2011) H) Bodega (07/14/2011) L) Bodega (07/19/2012)

400 800 [ 300 600 900

Wet weight (g)

Figure 2.1Relationships betwedpisaster intertidal height (cm) and body size (wet
weight) for the surveys conducted during differiaé periods at Bodega. Data were
grouped as protected or exposed, depending on ahiettividuals were protected from
direct heat and solar radiation. Regression lamesstandard errors (shaded areas), as
estimated by GLM (with gamma error distributiome @rovided. Panels A through C
show data from surveys performed in 2010, D thradghata from 2011, and | through L
data from 2012.
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A)  Strawberry Hill (05/24/2012)

100
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B)  strawberry Hill (06/22/2012)
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C)  Strawberry Hill (07/20/2012)
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D)  strawberry Hill (08/03/2012)
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Figure 2.2 Relationships betwedrisaster intertidal height (cm) and body size (wet
weight) for the surveys conducted during differiaé periods at Strawberry Hill. Data
were grouped as protected or exposed, dependimdnetiher individuals were protected
from direct heat and solar radiation. Regresdimesland standard errors (shaded areas),
as estimated by GLM (with gamma error distributjcarg provided. Panels A through D
show data from surveys performed in 2012.
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Figure 2.3Proportion ofPisaster individuals protected in refuges on day n+1 veveaht
environmental variables on day n: (A) air tempemt(B) solar radiation, (C) sea water
temperature, (D) wave height, and (E) wind spdeahportions were calculated for each
survey conducted at Bodega. Raw data for envirommhgariables was retrieved from
BOON weather station. For this figure we useddaiy maximum values. The lines
represent logistic regression fits £ 1SE.
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Figure 2.4 Proportion ofPisaster individuals protected in refuges on day n+1 vs.
potential maximum body temperatures at day n egpeéd at three intertidal heights:

(A) low, (B) mid, and (C) high (0, 1, and 1.5 m &bdJLLW, respectively). Data were
collected at Bodega in 2011 and 2012. Temperatuees recorded using robo-sea stars.
The lines represent logistic regression fits + 1 SE
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Figure 2.5Proportion ofPisaster individuals surviving to a series of aerial body
temperature treatments. Lethal temperatures wererienentally determined for two
size classes, small (25 to 75g, N=34) and larg6-@%g, N=33), by fitting independent
logistic regression curves. The body temperat(ie3E) at which 50% of individuals
die (i.e. LTs0) are indicated by black dots on each logisticession line. The logistic
model equations for each size class, and themastid parameter values, are also
provided.
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Figure 2.6 Pisaster relative performance after three days experiensimgilated 6-h low
tide periods with 3-4 m’swind speeds, in relation to body size (7.1 to I§0N=26). A
2-parameter asymptotic exponential model was fiibeekplore the trends. The equation
and estimated parameters are also provided.
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Figure 2.7 Pisaster body temperatures recorded by robo-sea stars {ASampling
frequency) deployed on five different microhabitatgA) Strawberry Hill and (B)
Bodega between 06/22/12 and 08/10/12. High, nmd,lew intertidal are exposed,
while crevice, and tide pool are protected. Dagapeiovided as violin plots with box-
plots embedded. For each microhabitat, data weitshetween measurements taken
while loggers were exposed to air (white) or sulgadrunder water (gray).
Comparisons between daily maxima temperaturesabf sacrohabitat and the high
intertidal (reference) were made based on Mean labs&rrors (MAE) and variance

ratios are given. These were calculated for eachomabitat without discriminating
between tide periods.
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Figure 2.8 Cumulative survival curves for hypothetical sn{@b-75g) and large (250-
500g)Pisaster individuals occupying various microhabitats (exgubsigh, mid and low
intertidal, and protected in crevices or tide ppalailable at Bodega and Strawberry
Hill. Survival was calculated based on our empirgstimates of mortality in relation to
body temperature (see sections at#re-dependent tolerance to thermal stress). We
slightly displaced those curves that overlappeth wéch other.
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Figure 2.9Probability of findingPisaster individuals occupying refuge (i.e. crevices or
tide pools) in relation to intertidal height at (8)rawberry Hill and (B) Bodega. Data
were collected at Strawberry Hill in 2012, and Bgalén 2010, 2011, and 2012. The
lines represent logistic regression fits + 1 SEvaRies for the models’ significance are
also provided.
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CHAPTER 3

THERMAL SENSITIVITY AND BEHAVIOR'S ROLE IN DRIVING AN INTERTIDAL
PREDATORPREY INTERACTION

ABSTRACT

Untangling the effects of direct and indirect egadal drivers should improve our ability
to mechanistically predict dynamics in natural egss. Environmental stress models
(ESM) have been useful frameworks to identify theffects. Their practical application,
however, may be limited when we fail to recognize toles of behavioral and
physiological responses. The rocky intertidal loag served to develop the theory
behind ESM. We examined the role of thermal sesitsitand behavior on the mean
performance of the keystone preda®saster ochraceus and its main prejytilus
californianus. Unlike other studies that involved caging exmpents, we propose a novel
approach that merges the thermal performance ¢UiR€) framework and observations
of microhabitat use to provide a more ecologicediglistic perspective of organisms’
response to stress in the field. First, by degwaquatic and aerial TPCs for both species
and from two sites, we found differences in par@amealues that correspond with the
individuals’ origins. For example the thermal sawsy parameter Arrhenius
temperatureT,) resulted higher at the most thermally variable. dPisaster andMytilus

seem to buffer against thermal heterogeneity. &gowe calculated mean thermal

2Monaco, CJ, Wethey, DS, and Helmuth. To be subdtti®ikos.
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performance based on these curvesiasiu body temperatures recorded with
biomimetic sensors. This approach revealed tleatitrmal performance &fsaster

was higher than that dflytilus, contrary to previous caging experiment resultsird, to
test predictions from our indirect approach, we saead an indicator of overall
physiological condition (body mass index) and akeafor extreme thermal stress (heat-
shock proteins 70kDa)Mytilus body mass index was higher at the more thermally
variable sire, Strawberry Hill. In contraBisaster showed no differences in body mass
index between sites, possibly because extreme temayeratures were not significantly
different between sites. The same pattern waseeddor heat-shock protein
expression. Thus, these species seem to be resgondre to high extremes than mean
temperature values. We found no evidenceRisstster movement influences thermal
performance. Other environmental forces (e.g.rsaldiation) must be drivinBisaster

preference for sheltered microhabitats.

INTRODUCTION

Predicting natural systems’ dynamics as a funatioenvironmental drivers requires a
mechanistic understanding of the biotic and abifsiitors controlling individual level
processes (Denny & Helmuth 2009, Tomanek & Helna@®2). This task is particularly
timely given the increasing threat posed by clin@iange on ecosystems globally
(Burrows et al. 2011, Helmuth et al. 2006b, Parmés&’ ohe 2003). To this end, great
efforts have been oriented towards modeling thepeddent effects of most relevant
components. However, climate change is predicechpact populations via multiple
physical (e.g. temperature) and biological (e.glagical interactions) stressors with the

potential for seemingly unpredictable synergisdittagonistic, or additive outcomes
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(Wernberg et al. 2011, Williams et al. 2011). dslbeen argued that such outcomes may
result from interactions between the different drs; which can be conceptualized as
direct and indirect effects. For example, thediedfects of increasingly warmer
temperatures may indirectly force phenological naisrthes between key interacting

species, thereby disrupting community dynamics @tger et al. 2014).

Environmental stress models (ESM), a useful franrkwm anticipate the output
of ecological interactions along gradients of eowimental drivers (Menge & Olson
1990, Menge et al. 2002, Menge & Sutherland 198af),be used as heuristic tools for
untangling direct from indirect effects. The thebehind ESMs has seen promising
advances over the last 10 to 20 years. Importamtigddition to considering negative
interactions such as predation and competitionpgesis have acknowledged the
importance of positive interactions (e.g. facilia) in driving natural systems’
dynamics, especially under climate change scelfBedness & Leonard 1997, Buckley
2013, Leonard 2000), and efforts to conceptualtjuite them into the ESM framework

have arisen (Bruno et al. 2003).

However, empirical studies applying the ESM framewyalthough informative,
have often lacked the ecological realism that teseary to accurately characterize
context-dependency. In particular, studies haiteddo incorporate aspects of behavior
(e.g. microhabitat choice) and physiological regssn despite acknowledging their
importance (Petes et al. 2008b). Because ecolagteaactions, microhabitat use, and
physiological responses are tightly interdependentany aquatic and terrestrial systems
(Dahlhoff et al. 2001, Porter et al. 1975), studiesild benefit by considering them in

concert (Monaco & Helmuth 2011).
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When applied to predator-prey systems, ESMs hagr bkeown to take one of
two forms; as consumer stress model (CSM) or piregs model (PSM). The system
behaves as CSM if predators appear more negat¥egted by the environment than
the prey (Menge & Sutherland 1976); alternativélprey suffer more from
environmental stressors, the system is labelecsas ®lenge et al. 2002, Trowbridge
1998). Depending on whether we use CSMs or PSMsjgiions about the dynamics of
our species may follow fundamentally differentécpries (Menge et al. 2002). Thus,
for ESMs to serve their purpose, it is essentialdcurately identify the variant exhibited

by our particular study system.

Because of its steep physical and biological gradighe rocky intertidal has
long served as a natural laboratory to developtesttESMs. With the constant rise and
fall of tides, intertidal organisms frequently copigh physical forces such as solar
radiation, temperature, wind speed, and wave aotibich have been shown to mediate
species interactions in predictable manners (Sdrif®99, Wethey 2002). These
gradients, however, are also inherently variabliénie and space (Broitman et al. 2009,
Denny et al. 2011, Porter et al. 1975). Furtheembecause the thermal niche may vary
between interacting species, a temperature gradiagtaffect them differently (Helmuth
2002). In order to correctly identify the typeE$SM, one may need to account for this
variability, which is especially problematic for bite species. Intertidal caging
experiments provide a means for manipulating astinig the effect of environmental
stress gradients (Menge et al. 2002, Petes eD@8l3), but because of cage effects that

impair the species natural behavior, these effody yield misleading results.

58



Here we describe an alternative approach to cireminthis problem, which relies on

field observations of individuals’ microhabitat ubgomimetic temperature logger
records (Fitzhenry et al. 2004, Seabra et al. 28tathmary et al. 2009), and the thermal
performance curve (TPC) framework (Huey & Kingsol¥689, Huey & Stevenson

1979, Woodin et al. 2013). Biomimetic temperaloggers are commercial sensors that
have been modified to resemble the material pragsedf and organism, and therefore
capture its body temperature with relatively highwacy. Thermal performance curves
describe the dependence of organisms’ vital r&es fnetabolism, feeding, growth,
reproduction) on temperature. By quantifying tharperformance indirectly using

TPCs andn situ continuous measurements of body temperature, amewoid

influencing the organism’s condition due to expenital manipulations.

As organisms’ temperature dependence is an agriiitihe species or population
(Angilletta 2009), one can employ TPCs to comphegrhal performance between them
(Dell et al. 2011). TPCs can be used to evalatgperature effects on each interacting
species, and subsequently compare between thesnestimating which might be

winners or losers (Somero 2010).

The predictive power of this framework can be farttmproved if working with
keystone species in the system, whose dynamicgdispsoportionately influence their
communities. To examine potential direct and ieclireffects of temperature, we focused
on a major predator-prey interaction in rocky sedrem the Pacific coast of North
America, the predatory sea sRisaster ochraceus (hereafterPisaster) and its main
prey, the musséWiytilus californianus (hereafterMytilus). By foraging oriiytilus, a

dominant competitor for spadeisaster facilitates the presence of other invertebrates an
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alga, thus fulfilling a keystone ecological rolaife 1966, Paine 1974). Recent work
has demonstrated that temperatures during higtoantddes (and their interaction) may
drive the strength of interaction between theseispgPincebourde et al. 2012,
Pincebourde et al. 2008, Sanford 1999). To undedsthe underlying mechanisms
orchestrating these dynamics, the authors haveedlooking at the physiological basis
of the effect of temperature. By combining datanwetabolic rates during
submergence/exposure periods, Fly et al. (2012)tdieal energetic costs of occupying
different shore levels fdPisaster, and found no marked differences between beingiow
or higher, where its interaction witytilus mostly occurs. Following the ESM
framework Petes et al. (2008b) experimentally tegthich species were more greatly
affected by the environment in the low zone, codiclg that the system behaved as
CSM. However, their method of caging individualght have influenced their results,
particularly because they constrained the abiliti?isaster to move among microhabitats

and potentially ameliorate stress (Huey 1991).

Here we examined the physiological performanceoti Ispecie$isaster and
Mytilus, revisiting the question of which is more negdinienpacted by their
environment. First, to explore the role of phys@l, we combined information of
empirically derived TPCs with observations of readl body temperatures. Second, to
evaluate the role of movement behavioPisaster on its mean thermal performance, we
included observations of microhabitat use. Anddthive complement this with empirical
indicators of overall physiological condition (bodhass index, BMI) and heat stress
(heat-shock protein 70kDa production, Hsp70). st whether results were

generalizable across sites, these analyses wedeicted at two field sites Bodega Bay,
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California and Strawberry Hill, Oregon (~760km aparith contrasting thermal
environments, as the times of the lowest low takescloser to noon during summer

months at the latter site (Helmuth et al. 2002¢c@let al. 2008).

MATERIALS AND METHODS

Study sites

We conducted field surveys, collected tissue saspaled collected animals for lab
experiments at two sites: Strawberry Hill (44°1489N, 124°06'54.7" W, Oregon,
USA), and Bodega Bay (38°19'07.7" N, 123°04'27" @alifornia, USA) (Fig. 3.1). We
chose these sites becauseRikaster andMytilus were highly abundant and interacting
widely, (2) environmental conditions were expediete dissimilar, given the time of
the lowest low tides being closer to midday at\8lrerry Hill, and (3) the habitat is
topographically complex at both sites, offeringeatative microhabitats fd?isaster to
refuge (crevices, tide pools, kelps, open spacasjhe time of the study, wasting

disease had not yet impacted sea stars’ populaigatss et al. 2009, Stokstad 2014).

Field body temperature measurements

We used biomimetic temperature loggers customiaedgemble the thermal properties
of average sizPisaster (~200g) andMytilus (~8cm shell length) (Broitman et al. 2009,
Szathmary et al. 2009). WhiRisaster preferentially forages on mussels < 8cm shell
length (Paine 1976), our current biomimetic degayrMytilus cannot be shrunk due to
size constraints set by the commercial temperabgger used (TidBit, Onset

Computers) (Fitzhenry et al. 2004). Sea starsnamskels’ biomimetics, aka robo-sea
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stars and robo-mussels respectively, recorded patdody temperatures between June

22" and August 162012, once every 30 minutes.

BecausedPisaster can occupy different discrete locations througtibatintertidal,
we deployed robo-sea stars in microhabitats whegiesgars are commonly present;
namely, exposed to the elements (solar radiatiomj)wn the mid-intertidal, in crevices,
and tide pools. Robo-mussels, in turn, were deggaynly on the mid-intertidal, where

Mytilus is stationary and their interaction wiginsaster is strongest.
Surveys ofPisaster microhabitat use

To determindPisaster microhabitat use during the period of the studg,conducted
surveys on five different low spring-tide periodeeothe summer of 2012 at Bodega
(May 27, June 7, June 25, July 23, and August @)Strawberry Hill (May 26, June 7,
June 23, July 22, and August 5). Surveys invollestribing the microhabitat of every
individual sea star encountered within five, 2-naeyibelt-transects oriented
perpendicularly to the coastline. We categorizathandividual based on microhabitat
use as exposed (i.e. unprotected from direct sathation and wind), in crevices, or

submerged in tide pools.
Empirical indicators of physiological performance
Body mass indices (BMI):

We calculated body mass indices for bBisaster (n = 10 animals sit andMytilus (n
= 40 animals sit8). Individuals were collected at Bodega on Jul{) 2012 (mean

Pisaster arm length + SE = 11.21 + 1.98cm; médwtilus shell length = SE = 48.07

62



0.55cm), and Strawberry Hill on July®2012 (meafPisaster arm length + SE = 10.12
+ 1.19cm; meamytilus shell length £ SE = 51.28 + 0.66cm), and trantgzbfresh to
Bodega Marine Lab (BML, UC-Dauvis) for later analysaVe dissected sea stars
separating gonads and pyloric caecum from the bdlg. We determined the dry
weight of gonadsGDW), pyloric caecumRDW), and body wallsBwDW) by drying at

80°C for 48h, and weighing them to the nearestIjO@isaster BMI was calculated as:

(GDW + PDW)-(GDW + PDW + BWDW) " Similarly, we dissected mussels by

separating all soft tissue (without discriminatrgween gonadic and somatic tissue)
from the shell. To determine the dry weight o$tis TDW) and shell ShDW), we dried

them at 80°C for 24h, and weighed to the near@1@. We calculatelfytilus BMI as:

(TDW)- (TDW + ShDW)

Heat shock protein expression:

We measured heat shock protein 70kDa (Hsp70) esipreffom sea stars (n = 5 animals
site’ sampling') and mussels’ (n = 6 or 7 animals Sigampling’) tissue samples
collected on the same five spring-tide periods wimg&rohabitat use surveys were
conducted at Bodega and Strawberry Higc(ion 2.3.). We collected all samples during
negative low tide periods. We chose individualsnid on the lower edge of the mussel
bed (mid-intertidal zone), where these speciesantdhe most. Tissue samples were
removedn situ (tube-feet folPisaster, and gills forMytilus), and quickly frozen using

dry ice. Within 24h of sampling, tissues were stbat BML in -80°C freezers. We
shipped the samples on dry ice over night to the&tsity of South Carolina, where they

were stored again at -80°C for subsequent immunidae detection of Hsp70.
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We quantified Hsp70 expression using dot blot aalyPreviously, we had
optimized the concentrations of protocol constitaersing western blot analysis, as
modified from (Hofmann & Somero 1995) and (Helmé&tikofmann 2001). Although
we were unable to discriminate between the bandsmstitutive and inducible Hsp70
isoforms on our gels, preliminary assessmengs#ster heat shock response after short-
term (i.e. days) high temperature treatments redeialcreases in Hsp70 expression,
which can be considered as changes in the induisibierm given the temporal
resolution of the experiments (Kinsey and Placgubtished data). Therefore, we
regarded our measurements as total Hsp70 (i.etizdive + inducible) expression.
Because we were interested on dynamics occurriegwegeks and months, not
distinguishing between the two isoforms does ngamour ability to examinisaster

andMytilus heat shock response.

We homogenized samples (~ 0.05g) in 0.5mL of homiagenbuffer [5S0mM
Tris-HCI pH 6.8, 4% (w/v) SDS, cOmplete proteadabitor cocktail]. Homogenates
were incubated at 100°C for 5min, centrifuged @QI®xg for 15min, and the
supernatant stored at -20°C. To determine totatkpr concentration of aliquots reserved

from the sample extracts, we used a Bradford prassay (Pierce Coomassie Plus).

We then loaded 10ug of extracted proteins ontodadtgd 0.2-pum nitrocellulose
membrane placed flat in a 96-well dot blot appardBio-Rad). Samples were allowed
to migrate by gravity for 30min. Blotted membrame=e then washed in phosphate-
buffered saline [PBS; 8.1 mmat Na,;HPOy, 2.7 mmol 1 KCI, 137 mmol t* NaCl, 1.5
mmol I* KH,PO,, pH 7.4] for 10min, blocked [blocking solution; 586n-fat dry milk in

PBS-Tween20 0.1%] for 1h, and washed in PBS-Twe@&P% for Smin three times.
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We incubated the blots in a 1:2000 dilution of @mnantibody solution [ENZO anti-
Hsp70 pAb-ADI-SPA-757, 80% blocking solution, 20&tdl bovine serum, 0.02%
thimerosal, 1mmolt PMSF] for 1.5h, washed in PBS-Tween20 0.1% forrbthiee
times, and then incubated in a1:6000 dilution ebselary antibody solution [Santa Cruz
goat anti-rabbit IgG-HRP-SC2004, blocking solutiém 1h. Blots were washed once in
PBS-Tween20 0.3% for 5min, twice in PBS-Tween2@®far Smin, and once in PBS
for 5min. Next, we incubated them in an enhandehtluminiscence reagent (ECL;
Thermo Scientific SuperSignal) for 5min, exposéah$i for 40min, and digitized them
using an imaging system (Fotodyne). Dot intens@g determined using the software
ImageJ. We calculated relative values of Hsp7Q@Hersamples based on readings
obtained from positive controls (purified recominhiisp70, ENZO ADI-SPP-758),

which were loaded along with the tissue samples/ery dot blot.
Theoretical quantification of physiological performance
Estimating thermal sensitivity curves

First we parameterized aquatic thermal sensitisityves for bothPisaster andMytilus,
from Bodega and Strawberry Hill, using empiricaltamlic rate data. Second, to
describe aerial thermal sensitivity curves, we ukednformation gathered for
submerged conditions, coupled with data on phygiold responses to temperature
under exposed conditions obtained from the litegatWe fitted all four curves based on

formulations by Sharpe and DeMichele (1977):

-1
,;(T)zk(m.exp{T_A_Q}.(Hexp{&_&}mp{n_H_ni}j
T, T T T, T, T (Eq. 1)
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Wherek(T) Is a physiological rate at body temperaTurJé(Tl) is a reference value for
a physiological rate at body temperatiiggtypically 20°C),Tais Arrhenius temperature,
which determines the thermal sensitivity at tempees where enzymes are active
(analogous to @), T, andTy are the lower and upper temperatures marking the
organism’s thermal performance breath (i.e. whemymes are considered active), and
TaL andTay are the Arrhenius temperatures for the rates ofedese at the low and high

margins of the curves (Freitas et al. 2007, Moretcal. 2014).

Aquatic thermal sensitivity: Sea stars and mussels were collected at Strawberry
Hill (June 24", 2012), stored in coolers packed with kelps argacks on the bottom to
maintain them cool and humid, and transported by to the Bodega Marine Lab (~
11h trip). At the lab, we acclimat®isaster andMytilus in separate tanks with running
seawater at ambient temperature (~12°C) for 5d.d Bopply wasd libitum for both sea
stars (mussels provided in excess) and musselsAlgde Paste, Spat Formula, diluted
in the tanks and stopping the water flow for 2hicena day). The same protocol was
followed for individuals collected at Bodega (J@lf; 2012), though instead of
transporting the animals, we kept them in coolergtie same time as those collected at

Strawberry Hill.

The sensitivity of botlirisaster andMytilus to changes in seawater temperature
was determined from metabolic rate measuremengntaksix temperatures: 10, 13, 18,
21, 24, and 27°C. Following the acclimation peyioe placed two individudPisaster
and twoMytilus in 60-L aquaria (3 per treatment) filled with 1-{iltered seawater at

ambient temperature (~ 12°C). Treatment seawatgraeatures were adjusted by
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keeping the aquaria in climate-controlled roomslakée at BML. The two highest
temperatures were reached using 100-W aquariunerse@tarineland Visi-Therm,
USA). Water temperatures were changed at ~ CWie kept the individuals at their
treatment temperatures for 4d, after which we megsaxygen consumption rates. To
ensure water quality, tanks were fitted with aom&ts and submersible pumps. Water
chemistry (salinity, pH, ammonia, nitrite, and ai&) was monitored every other day
using a saltwater test kit (API, USA), and pariater changes were performed when

necessary (every 1-2d).

To measure oxygen consumption we placed individaalstars and mussels in
watertight chambers (2.88 and 0.7-L, respectivighed with aerated, 1-um filtered
seawater, at its corresponding treatment temperatdirmagnetic stir-bar kept the water
circulating during measurements. Over the topachechamber, we fitted Clark-type
electrodes (HANNA-9146, USA), and measured disgblweygen concentration (ppm)
at 10 and 40 min after sealing the chamber. Tvigie discontinued if oxygen levels
dropped below 70% of initial readings. To confalbackground variability in oxygen
content, we conducted measurements in two anirealdhambers at each of the
treatment temperatures. We standardized the chamyggen concentration by the
animal’s dry weight, and expressed as standardhulktaate (SMR, umol @h* gDW
). The experimental design yielded six replicatestemperature, per site, fisaster
andMytilus. All animals maintained at the warmest treatntemtperature, 27°C, died
within two days of beginning the thermal conditiegiperiod, so a value of zero was

assigned to them when fitting thermal sensitivilyves.
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To estimate aquatic thermal sensitivity parametersiormalized the oxygen
consumption data for each treatment by the highese. We estimated the parameter
Ta from the slope of a linear model between In(SMRJ the inverse of treatment
temperature in K, for the range of temperaturesre/lBR increased exponentially
(Freitas et al. 2007). To estimate the param@tersy, Ta,, andTay, we used the
Levenberg-Marquardt non-linear least squares opéitiain method (R package

minpack.lm) (Moré 1978).

Aerial thermal sensitivity: Data to fit aerial thermal sensitivity curves &ach
species and site were obtained from the literatddéhough information was not
available for the whole thermal range, key paramdteat constrain the curves (e.g.
lethal temperatures) were found, which combineth Wit aquatic thermal sensitivity
parameters from each site, allowed fitting siteetipeaerial thermal sensitivity curves
for each species. F@isaster we obtained data of aerial physiological ratelatine to
measurements taken in water at the same tempesatume Fly et al. (2012), and critical
temperatures from Monaco et al. (unpublished) anddbourde et al. (2008). For
Mytilus we obtained data on aerial physiological ratdafive to measurements taken in
water at the same temperatures, from Bayne €t@r6). Critical temperatures were
taken from Denny et al. (2011) and Mislan et a01#). Note that Mislan et al. (2014)
also found that upper critical temperaturdvbtilus collected at Bodega did not differ
from that of individuals collected at Boiler Baysiée located in close proximity to
Strawberry Hill, suggesting no difference in upgiermal limits between the latter and

Bodega.
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The manual fitting protocol involved a grid seambthod. First the parameter
Ty was varied until the deviance between the modaiption and the critical
temperatures were minimized. ThE&nwas varied until the model best matched the
observations of relative aerial physiological rat&he other thermal sensitivity
parametersT(, Ta, andTay) were assumed to remain operationally constamidest

periods of immersion and emersion.

Calculating mean thermal performance

We calculatedPisaster andMytilus relative thermal performance at Bodega and
Strawberry Hill for the time period when our bion@titc sensors were deployed. The
thermal sensitivity models estimated for each sgsewiere run using the temperature
records from each biomimetic sensor and tide healgtd (to inform when loggers were
submerged/emersed) as inputs, thus generatingveefsrformance time-series for the
prey and each of the microhabitats where the poedsafound. We downloaded the tide
height data from NOAA’s CO-OPS (station IDs 943538@d 9415020 for Strawberry

Hill and Bodega, respectively).

Accounting for Pisaster behavior

We evaluated the role of movementRisaster thermal performance by recreating three
scenarios: mobile, static, and optimal predatdre $tatic scenario was computed using
the thermal performance curves and the mid-intartiobo-sea stars. On the mobile
scenario, to account f@lisaster movements throughout the intertidal during theqaer
when temperature measurements were taken, we asif@lations by which

hypothetical individuals were allowed to choosensstn microhabitats (exposed mid-
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intertidal, crevice, tide pool) every 12h. Thestextion was limited by the probability of
occupying a specific microhabitat, as informed hy surveys conducted during the same
period Eection 2.3.). For the optimal scenario we hypothetically a#al Pisaster to
instantaneously move to the microhabitat reportimeghighest performance for each time

point.

Statistical analyses

We ran all calculations and statistical analysesgushe software R 3.0.1 (R Core Team
2013). From the field body temperatures recordadiwmimetic loggers we determined
the daily maximum values and compared betweeraniespecies using a 2-way

ANOVA.

The thermal sensitivity paramef was compared between site, species, and
aguatic/aerial condition using one-tailed z-scests. To compare relative thermal
performance data between species/scenarios asgacste calculated Root Mean Square
Errors (RMSESs), and to test for correlation betwtam we computed Kendall’'s W
coefficient of concordances. To compare variafedween species/scenarios and sites

we conducted Levene’s tests (Quinn & Keough 2002).

We compared BMI between sites (categorical) fohespecies using Welch'’s
two sample t-tests because data were heteroce(lastiene test, P < 0.01). We
analyzed Hsp70 data separately for each specieg Bsvay ANOVAs. For the lab
experiment data, temperature (continuous) and\@te considered as fixed factors,

whereas for the field collected data, date (caieghrand site were the fixed factors.
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When assumptions of normality and homocedasticégewot satisfied for Hsp70 data
(even after log-transformations), we ran two ANOVYARe using raw data and another
using rank-transformed data. If results were dqaiihiely the same between the tests, we

reported results from the former; otherwise we fated results from the latter.

RESULTS

Biomimetic temperature records

When comparing daily maxima body temperatures oEmbusing biomimetic loggers,
we found significant effects of both species (2-WYOVA, F1 196)= 50.78, P < 0.001)
and sites (2-factor ANOVA; (F196)= 8.42, P = 0.004). Mussels experienced higher
extreme temperatures than sea stars at bothaitésstrawberry Hill appeared warmer
than Bodega for both species (daily maximum me&k#Pisaster/Bodega, 12.62 +
0.19; Pisaster/Strawberry Hill, 13.39 + 0.3Mytilus/Bodega, 19.86 + 0.35;
Mytilug/Strawberry Hill, 21.85 + 0.69) (Fig. 3.2). Despthese differences in extremes,
the variability in temperature records did not #igantly change with species (Levene’s

test; F = 0.023, P = 0.88) and site (Levene’s test;0.027, P = 0.87) (Fig. 3.2).

Theoretical indicator of physiological performance

Thermal sensitivity curves
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Pisaster andMytilus mean metabolic rate increased with water tempeyatp to a
maximum point between 20 and 25°C, varying withcggeand site (Fig. 3.3). Using
this portion of the data, following Freitas et@007), we fitted linear regression models
between In(metabolic rate) and temperature in Keaial determined the slopes, which
represent the parameter Arrhenius temperafipef¢r each site and species
(Pisaster/Bodega, slope = -6221+778, t = -3.49, P = 0.0415 R.64;Pisaster/Strawberry
Hill, slope = -3182+435, t = -3.08, P = 0.008,R0.42;MytilusBodega, slope = -
41874353, t = -4.91, P < 0.001% R 0.65;Mytilus/Strawberry Hill, slope = -5140+394, t
=-6.47, P < 0.001, &= 0.74). Knowingla values, we were able to estimate the
remaining parameters by fitting Eq. 1 to each sgssite dataset using Levenberg-
Marquadt non-linear optimization modeRigaster/Bodega,l, = 274.3,Ty = 297.9,Ta.

= 186458 Ty = 218569, number of iterations = 6, RSS = 0.F1&ster/Strawberry

Hill, T, =292.7,Ty = 299.5,Ta. = 4040.3Tan = 925180, number of iterations = 5, RSS =
0.339;Mytilus/Bodega, T, = 280.3,Ty = 298.2,Ta. = 6654.1Tay = 247263, number of
iterations = 6, RSS = 0.33BMytilus/Strawberry, HillT. = 278.5,T = 298.2,Tx =
5434.9,Taq = 281782, number of iterations = 7, RSS = 0.2@ding the respective
aquatic thermal sensitivity curves (Fig. 3.4). Néxwas possible to fit aerial thermal
sensitivity curves using the aquatic thermal sessitparameters as baselines and data
on aerial metabolic rates obtained from the litea{Fig. 3.4). The RMSEs for fitted
versus observed relative thermal sensitivity dateevd.024, 0.031, 0.012, and 0.006, for
Pisaster/Bodega Pisaster/Strawberry Hill,Mytilus/Bodega, andytilus/Strawberry Hill,

respectively.
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The rounded parameter values that define thesesuane shown in Table 3.1.
The thermal sensitivity paramefgt was higher at Bodega than Strawberry Hill for both
Pisaster (z = 3.41, P < 0.001) aridytilus (z = -1.80, P = 0.03). Whilglytilus Tp was
higher for aquatic than aerial conditions, it appdasimilar forPisaster. The parameter
T, was lower at Bodega than Strawberry Hill Rysaster, but did not differ between sites
for Mytilus. AquaticT, was estimated for each site and species, butdagstant during
the aerial thermal sensitivity curve fitting, saitl not differ between
submergence/emergence. For both species the pgardmevas higher when
considering aerial conditions. The latter parameig not change between species for
aquatic conditions, but was higher fdytilus thanPisaster when exposed to air.
Parameter3, andTay were kept constant for aquatic and aerial conaitioT heir
values were generally high, reflecting the steepioéshe slopes at the borders of the

thermal performance curves (Fig. 3.4; Table 3.1).
Relative thermal performance

At Bodega (Fig. 3.5A; Table 3.2), we observed tkéitive performance (meantSE) was
lower for Mytilus (0.398+0.002) than any of tiiesaster scenarios evaluated: static
(0.453+0.002), mobile (0. 481+2x1)) and optimal (0.505+0.001), with RMSEs = 0.13,
0.15+9.6x1C and 0.15, respectively. Despite our expectationslear differences were
detected between the thritisaster scenarios, although the optimal was slightly highe
than the static and mobile scenarios (RMSE = OrtD0a10+2.3x10, respectively).
Concordances between species/scenarios were saifn all cases, revealing strong

association between them (P-value < 0.01 in akgaBable 3.2).
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At Strawberry Hill (Fig. 3.5B; Table 3.2) the patie were comparable to
Bodega. Relative performance was lowerMytilus (0.357+0.002) than any of the
Pisaster scenarios: static (0.371+0.002), mobile (0.3624€2%1and optimal
(0.411+0.002), with RMSE = 0.12, 0.13+1.4%1énd 0.12, respectively. Again, the
Pisaster scenarios showed no marked differences, exceptitbaptimal was higher than
static and mobile (RMSE = 0.17 and 0.17+2.5%I@spectively). Also at Strawberry
Hill we observed significant concordance betweestis/scenarios (P-value < 0.01 in

all cases; Table 3.2).

When comparing between sites, we found Bisaster andMytilus mean thermal
performance was higher at Bodega for every scendmiterms of variability, however,
variances were greater at Strawberry Hill for beplecies and for every scenaytilus
(Levene’s test; F = 36.801, P < 0.00Risaster static (Levene’s test; F = 99.49, P <
0.001),Pisaster mobile (Levene’s test; F = 90839, P < 0.001), Brsdster optimal

(Levene’s test; F = 360, P < 0.001) (Fig. 3.5).
Empirical indicators of physiological performance
Body mass indices (BMI)

Pisaster BMI showed no differences between sites (Fig. 3\BR&Ich’s t-test, 7.2 = -
0.8, P > 0.05). In contrastlytilus BMI was significantly higher at Strawberry Hillah

Bodega (Fig. 3.6B; Welch's t-tessats) = -11.4, P < 0.01).

Heat shock protein (Hsp70) expression
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Lab experiments showed tHaitsaster expression of Hsp70 was not affected by
temperature (2-way ANOVA,; ks0)= 0.11, P > 0.05), site @fs0)= 0.01, P > 0.05), and
their interaction (& s0)= 0.13, P > 0.05). Likewise, fddytilus we did not see a
detectable change in expression of Hsp70 with teatpe (2-way ANOVA, [z 4s) =
0.48, P > 0.05), site (F45= 0.002, P > 0.05), and their interactiom @g= 2.42, P >

0.05) (Fig. 3.7A,B).

Our field tissue samples revealed tRegaster Hsp70 production remained
constant across survey dates (2-way ANOVAzf=1.18, P > 0.05) and sites(f)=
1.76, P > 0.05), and their interaction was non4ficant (Fa4 41)= 0.81, P > 0.05) (Fig.
3.7C,D). In turnMytilus Hsp70 production in the field varied with survegtel (2-way
ANOVA; F454=5.98, P < 0.01), but did not change betweeis $Rkess) = 0.42, P >
0.05), and no interaction between them was det€Etgeeh) = 2.45, P > 0.05). When
comparing level of variability between sitdgytilus was significantly greater at
Strawberry Hill (SD = 0.41) than Bodega (SD = 0.(I®vene’s test; F = 5.48, P = 0.02)

(Fig. 3.7C,D).

DiscussiON

By coupling information of organisms’ thermal seivdly, their potential body
temperatures experienced on the field, and behahisrstudy provides a unique
perspective of the thermal physiology of two keg@ps from the Pacific coast of North
America, the predatd?isaster ochraceus and its main preWytilus californianus.

Furthermore, embedded within an environmental stnesdel framework, this approach
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stands as a powerful tool to uncover and predicthaeisms driving ecological dynamics

associated with this and other predator-prey system

Body temperatures

By measuring temperatures using thermally-matcheuohietic sensors, we captured
the real conditions th&tisaster andMytilus would have experienced in the field
(Fitzhenry et al. 2004, Szathmary et al. 2009)esErecords indicated that extreme high
body temperatures differed between species ansl(§itg. 3.2). Higher temperature
extremes at Strawberry Hill are likely due to timeing of low tide being closer to noon
(Helmuth et al. 2002, Place et al. 2008). To epgtbe links between body temperatures
and thermal performance, we first described theseasitivity curves (physiology) for
both species from Bodega and Strawberry Hill, drh tevaluated wheth@isaster

movement behavior might influence its mean perforcearelative to that d¥iytilus.

Role of physiology

The thermal sensitivity curves we describeddmaster andMytilus provide a means for
guantifying mean levels of relative performanceimigicontinuous periods of high and
low tides. While previous work had described aguidiermal sensitivity curves for
Pisaster (Monaco et al. 2014), we know of no previous stadieat explicitly described it
for Mytilus, although raw data for parameterizing the cunslbag been available in the
literature (Bayne et al. 1976). Aerial thermals#wity curves had not been described
for either species. Given that both species sp@nificant amount of time exposed at
low tides, during which body temperatures fluctuaten more than at high tides (Elvin

& Gonor 1979, Hofmann & Somero 1995), getting adiaron the relationship between
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aerial body temperature and physiological perforrean especially relevant. Note,
however, that we had limited data to fit the aecialve, so further efforts using more data

to describe it are warranted.

A wealth of empirical and theoretical evidence ssig that the thermal ecology
and physiology of ectothermic organisms are aligedilletta 2009). For instance,
Freitas et al. (2007) showed that the thermal seitgi(i.e. Ta) and higher critical
temperatures (i.d.y) of various ectothermic species found in the DMéidden Sea
depend on the thermal environment where they anedfo The same concepts apply for
species distributions along larger (e.g. geograghand smaller (e.g. vertical intertidal
gradients) spatial scales (Monaco et al. 2010n&ti & Somero 2000, Zippay &
Hofmann 2010). Accordingly, we expected that thdybtemperatures experienced by
Mytilus andPisaster would correlate with their thermal sensitivity pareters.

Displaying a lowTa may offer a physiological buffer against potetyiatressful
temperatures that might be reached at a more thigrneierogeneous environment
(Hochachka & Somero 2002), such as Strawberry(Aig). 3.2). It has also been
suggested that a reduction of the temperature diepee of metabolism (i.e. low&k) is
an energy conserving strategy for intertidal orgars (Marshall & McQuaid 2011) (but
see Huang et al. 2014). Thus, based on homeostatgiderations, loweFas were
expected for the species and site showing the high&perature variability. We
observed this relationship on most cases (Table 24 expected, both species showed
lower T at Strawberry Hill than Bodega. Similarly, duegreater temperature
variability for Mytilus during low tide, T was lower for aerial than aquatic conditions

(Table 3.1). In a previous study usikytilus edulis, van der Veer et al. (2006)
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empirically estimated to be 7022+551, which is higher than what we repere forM.
californianus. This may be explained in part becalvseedulis can be subtidal, and is
presumably adapted to more homogeneous conditmalsin part due to differences in

local thermal conditions experienced by the indinald subjected to the experiments.

Surprisingly,Ta did not vary much between aerial and aquatic ¢ in
Pisaster as much as it did faviytilus (Table 3.1). We propose two complementary
hypotheses for explaining this. First, relatethi® body temperatures experienced at low
and high tides. At low tides, madBisaster individuals are found protected in sheltered
microhabitats such as crevices. Temperature diffggs between low and high tide are
not dramatically different in sheltered or shadedrahabitats (see Chapter 2), so
physiological adjustments (in the formTf reductions) may not be necessary. Mussels,
in turn, experience radically different body tengiares between periods of low and high
tide (Elvin & Gonor 1979, Hofmann & Somero 1995)dahey have had to develop
physiological mechanisms to cope with such insuldssir second hypothesis is related to
such mechanisms. During aerial exposvggilus can readily sustain anaerobic
metabolism (Connor & Gracey 2012), with a consetuesfuction in oxygen
consumption, and a low@p value. In contrast, evidence suggests Bisdster may
strongly rely on aerobic metabolic pathways regessliof the tide (Fly et al. 2012, Stickle
1988). lItis likely thaPisaster has not evolved a dependence on anaerobiosisdeeofu
the generally mild thermal conditions it encountefglditionally, when aerially exposed,
higher than aquatic oxygen partial pressures difigstbn through body walls may allow

sustaining aerobic metabolism. Becalgilus has valves, and the fact that it does not
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normally gape as other mussels do (Fitzhenry &0f4), presumably prevent it from

maintaining aerobiosis.

Despite the loweT s at Strawberry Hill, organisms still exhibited siigrantly
higher variability in thermal performance than BgdgFig. 3.5). Thus, both predators
and preys are reaching extreme high and low lesfgterformance, which can be
associated with a higher risk of experiencing caitconditionsPisaster generally selects
for sheltered microhabitats to prevent such simafsee Chapter 2). However, Figure
3.5 also revealed that mean performance was lowgtrawvberry Hill, so the risk of

sporadic exposures to stressful temperatures maffse by long-term mild conditions.

The upper temperature at which enzymes stop fumatjgproperly, represented
by the parametéry in the thermal performance curve framework, i® alseful to assess
and compare thermal sensitivities between spea@papulations (Freitas et al. 2007).
Other studies have employed analogous metrics pérghermal limits (e.g. Lsb,
Arrhenius break-point temperature), finding eviden€ phenotypic plasticity in some
cases and local adaptation in others (Hollande828@nford & Kelly 2011, Stillman &
Somero 2000). Overall, given the long larval dispepotential shown blisaster and
Mytilus, populations are likely not genetically isolatédidison et al. 2008, Harley et al.
2006b), so differences could be attributed to plagt In terms of aerial a, while
Mytilus showed no differences between sites, we obsertaghar upper limit for
Pisaster from Strawberry Hill than Bodega (Table 3.1). §hiit would presumably be
selected depending on the high temperatures exwgeddocally. Accordingly, given the
higher extremes observed at Strawberry Hill (Fig),3he result found fdPisaster was

expected. From our comparisons of mean thermébymeance (Fig. 3.5), it appears that
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increasingly is a response to the risk-probability of experiegtigher maximum
temperatures, and not necessarily due to diffesemcmeans. Althoughlytilus also
experienced higher temperature extremes at Strayba@l, their Ty did not appear to
change between sites. Similarly, Mislan et al1@0ound no difference iMytilus
lethal high body temperature between Boiler Bagit@close to Strawberry Hill, and
Bodega. However, note that, although in close ipnay, Strawberry and Boiler Bay

may exhibit different climatic conditions for musséahlhoff & Menge 1996).

When applying these performance curves to conaitet-species comparisons,
our data showed that regardless of scenario téstaiic, mobile, or optimal), the thermal
performance of the predatdtisaster, was higher than that of its main préytilus (Fig.
3.5; Table 3.2), thus fitting the prey stress m@&8M) variant within the environmental
stress model framework. This finding contraditis tesults by Petes et al. (2008b),
presumably in part due to differences in methodgploBhey directly assessed
performance of individuals caged along an intetgatical (stress) gradient. Although
informative, caging experiments may unnaturallyuehce the physiological condition of
the organisms, thus potentially leading to wrongatasions. Notably, it is known that
Pisaster preferentially avoids exposure to the elementinduow tides (Burnaford &
Vasquez 2008, Robles et al. 1995), which couldoeatonsidered in the study by Petes et
al. (2008b) because the individuals were prevefited moving. Here we favored an
alternative approach, by which thermal performamas indirectly quantified using
biomimetic temperature loggers deployed on thel fiehd thermal performance curves

described for each species.

The role of behavior
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Our approach additionally allowed testing for tb&erof the predator's movement
behavior. Becaudeisaster preferentially avoids exposure to the elementsnduow

tides (Burnaford & Vasquez 2008, Robles et al. 1988 hypothesized that thermal
performance would differ when microhabitat use w@ssidered, as opposed to static
individuals that stayed fixed in the mid intertiddhterestingly, at both sites evaluated,
static predators performed almost as well as maédators (Fig. 3.5; Table 3.2).
Pisaster has the ability to incorporate seawater into @slemic cavity at high tide, and
use it to increase thermal inertia at low tide ¢@lourde et al. 2009). Since our robo-sea
stars are made of sponges that soak up water towjene able to account for this
phenomenon. This high thermal inertidPisaster may explain the lack of differences
we found between static and mobile predators. &Mmlexpected, our observations
conform to the results from previous studies euaigahe effects of prey
addition/removal on the intertidal distributionfikaster (Robles et al. 1995). Their
experiments showed thBisaster could move vertically on the shore depending on
availability of profitable prey items. Because s&as would remain in the low intertidal
when food was available, the authors argued tlzahiag higher shore levels would
imply additional energy costs to cope with therstaéss. Note, however, that this
expectation was not supported by calculations fityret al. (2012), who found very
modest differences in thermal energy costs fomddials located at different shore

levels.

Although we found marginal differences in perforrmametween mobile and
static predators (Fig. 3.5; Table 3.2), this dostsmean that they did not exist. Our

method only accounted for the thermal responseyigg other relevant variables that
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have been demonstrated to influence behavior atehpally fitness inPisaster, most
noticeably, solar radiation (Burnaford & Vasque®d&Pand desiccation (Feder 1956,
Landenberger 1969). Sind&tilus inhabits higher shore levels thBrsaster, it is better
adapted to cope with these factors. The diffeageffect of these factors on this
predator-prey interaction, and not temperature, hedy explain the results by Petes et al.

(2008b), which lead them to define this systemasomer stress model.

The optimal predator scenario data provided amestang viewpoint of the
system. Although its thermal performance was higihan both the static and mobile
predator scenarios, the differences were nomingl @5; Table 3.2). This means that
among those options available féisaster, none represented a strikingly advantageous
one. Including higher shore levels in the analysag alter results; however, we
deliberately ignoredPisaster thermal performance at higher shore levels andsied on

the zone where their interaction wihytilus is strongest.

Empirical indicators of physiological condition

We accompanied our indirect metric of thermal penfance with direct, empirically
determined indicators of physiological conditiomMiBand Hsp70. Because these were
measured from field-collected individuals, theyeputally represent the net effect of
biotic and abiotic factors on the surveyed popateati as well as the influence of
behavior on thermal performance. Although thesenat directly comparable to our

estimates based on thermal performance curvesstimyd be correlated.

Both indicators BMI and Hsp70 have been used tonéxa physiological

condition in sea stars and mussels. BMI, a ragtwben soft tissues produced and total
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somatic mass (including calcareous components asishells or skeletons), provides
broad insights about the individual’'s general cégdo grow and reproduce. BMI
variability has been primarily associated with apesin temperature and food
availability, as well as their interaction (Fitzgkt-Dehoog et al. 2012, Sanford & Menge
2007, Schneider et al. 2010). Organisms grow nido®d is available. Their response
to temperature, however, depends on where on em#h@erformance curve they lie.
Since both sites have dense mussel beds, we aslsanieod was not limiting and
speculate on the effects of temperature. Althaugftsignificantly,Pisaster BMI was
marginally higher at Bodega (Fig. 3.6A), which ntiple explained by the lower mean
thermal performance observed there (Fig. 3.5; Tal#le Additionally,Pisaster
variability in thermal performance was greater @ma8berry Hill, which might have lead

to the slightly lower (although non-significant) BM

Mytilus BMI resulted higher at Strawberry Hill (Fig. 3.6BJhe link with thermal
performance, however, is not particularly clearegithat mean performance at
Strawberry Hill was lower (Fig. 3.5; Table 3.2)n®explanation might be that the high
extremes observed at Strawberry Hill, and not resrédyg the mean values, are
stimulating growth. An alternative explanatiorreétated to food availability, which for
bivalves may be given by differences in food sugpglproportion of time spent
submerged (feeding) (Honkoop & Beukema 1997). Bseave collected mussels from
approximately the same intertidal elevation at sitihs, we assume that time foraging
did not differ between populations. To test whefbed availability varied, we

compared levels of chlorophyll-a (pg)Ldetermined via satellite imaging (data retrieved

from data.cencoos.org) 1km offshore from each dWlenthly measurements taken
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during the five months preceding the animal coitet revealed no differences between
the two sites. Thus, we have no evidence to sudigasfood availability explained the

pattern in BMI.

As revealed by total Hsp70 expression data, wadicdbserve signs of sub-lethal
thermal stress on the species and populations examiFirst, our lab experiment
showed no change in Hsp70 along an ecologicalljstearange of body temperatures
(Fig. 3.7A,B). This was expected given that thauitible isoform of Hsp70 is known to
up-regulate in situations of more critical cellutlamage (Feder & Hofmann 1999). The
levels detected are most likely explained by thestitutive isoform, which is always
present (Petes et al. 2008b, Place et al. 2008 .aM6 found no differences between
sites, indicating that these populations do ndedih their baseline. However, our lab
experiment does not tell whether populations weagpond differently under more
stressful scenarios, which are possible as showigure 3.2. Based on the high
extremes in thermal performance data, one mightexpe Strawberry Hill populations
to exhibit an increased heat shock response, muirtaly vary between species. The heat
shock response dfiytilus has been shown robust; individuals can acclinatearmer
conditions and up-regulate Hsp70 (Halpin et al.&0®%tes et al. 2008b). As expected
for mobile ectotherms (Huey 199Bisaster appears not physiologically adapted to cope
with such insult (Petes et al. 2008b), which itidgdy relying on behavior and its high

thermal inertia (Pincebourde et al. 2009).

Second, our field-collected individuals showed gms of thermal stress both
over time and between sites (Fig. 3.7C,D). Int@ngly/, Mytilus response was more

variable tharPisaster, which again speaks to the robustness of the plregat shock
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response (Halpin et al. 2004, Petes et al. 20080, the variability in Hsp70
production was greater at Strawberry Hill than Bygdevhich also may be a consequence
of the higher variability in body temperatures (Bg2) and thermal performance (Fig.

3.5) observed there.

Overall, as empirical indicators of physiologicarfmrmance, BMI and Hsp70
corroborated the insights gathered through ourrebienal-modeling approach.
However, because BMI and Hsp70 depend on othensittr(e.g. phenotypic plasticity)
and extrinsic (e.g. physical forces, food avaii@ilprocesses besides temperature,
which interact in complex ways, caution must beetakvhen drawing direct connections

between them.

In summary, this study provides a novel approactapplying the ESM
framework when species’ nuances (behavior, phygigldo not allow for traditional
experimental techniques. Using a combinationealtifobservations and modeling, we
were able to quantify thermal performance of thedptorPisaster and its main prey
Mytilus. This approach deliberately sought for ecologiealism. Under the thermal
conditions experienced by these species overirtinewindow evaluated at two sites, we

found that the system behaved as a PSM.

Our results may have implications for future climahange scenarios. Since
Pisaster has a generally high@i thanMytilus, warmer conditions may increase
performance of the prey more than that of the goedpotentially releasing some
predation pressure. On a similar analysis Freitad. (2007) found the opposite, as the

system’s preys showed lower thermal sensitivityve® the keystone role #isaster
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(Paine 1966, Paine 1974), ecological implicatiohthis prediction may reach the

community level.

An important caveat to the way we applied our appihchere is that we ignored
potential effects of relevant environmental parargeon individual's performance.
Follow-ons to this study may incorporate these el&is The impact of multiple
environmental stressors, for example, has receagjgined popularity in the marine
ecology literature, especially given the urgencpased by ongoing climate change
(Harley et al. 2006a). In particular, food availiéyp may condition organisms’ thermal
performance response (Fitzgerald-Dehoog et al. ZoxEdas et al. 2007), which could be

considered by monitoring predators’ predation arey’s availability of phytoplankton.

Conclusions

Our approach to the ESM framework provides a méanguantifying mean thermal
performance in the field. Applying this approaekealed that the thermal performance
of Pisaster is higher than that d¥lytilus, which defines the system as PSRKisaster and
Mytilus appear to buffer against thermal heterogeneitgrastieristic of their intertidal
environment, by reducing thermal sensitivity. Thihe role of physiology appears
important in driving responses in this predatorymgstem. Our data lend support to the
idea that variability in environmental drivers mag more important than mean values.
As such, we found that thermal performance (esethasing thermal performance
curves), BMI, and Hsp70 production may be respantirhigh temperature extremes, as
opposed to mean temperatures. Movement behavloradiappear related to thermal

performance. At least for the period considerid,pghysiological cost of thermal stress
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did not drivePisaster microhabitat usePisaster movement behavior may be driven
more by alternative environmental forces such & sadiation and desiccation, and less

by temperature.
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Table 3.1Thermal sensitivity parameter values estimatedPisaster andMytilus
individuals collected at Bodega and StrawberryraPater values for aquatic and aerial
conditions are provided. See Materials and Metlioda description of estimation
procedures.

Pisaster ochraceus
Bodega Strawberry Hill
Aquatic Aerial Aquatic Aerial
Ta 6200 6500 3200 3300
T, 274 274 293 293
Ty 298 304 300 307
TaL 186458 186458 4040 4040
Tan 218569 218569 925180 925180
Mytilus californianus
Bodega Strawberry Hill
Aquatic Aerial Aquatic Aerial
Ta 4200 3000 5100 3500
Ty 280 280 279 279
Ty 298 308 298 308
TaL 6654 6654 5435 5435
Tan 247263 247263 281782 281782
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Table 3.2Statistical results from multiple comparisons betweelative thermal
performances exhibited by groups of species/soenasiillustrated in Figure 3.4.
Comparisons were made using Root Mean Square MSE) and the non-parametric
test Kendall's W. Comparisons that included théiegpredator involved 500
independent contrasts (one for each simulated matadividual), in which cases
statistics mean + SEs are shown. Results areged\vior both sites Bodega and

Strawberry Hill.

RMSE Kendall's W

w v P-value
Bodega
Prey vs.
Static predator 0.13 0.77 3604.4 280
Prey vs.
Mobile predator 0.15+91° 0.62+5.20* 2884.6*2.4 80%%45*10%
Prey vs.
Optimal predator 0.15 0.75 3487.1 516
Static vs.
Mobile predator 0.12+1.4*1H 0.76+5.7*10" 3538.1+2.7 8+103'%8*10™"18
Static vs.
Optimal predator 0.11 0.90 4183.1 0
Mobile vs.
Optimal predator 0.06+218* 0.80+6.210* 3723.3+3.14 10™%%+110M
Strawberry Hill
Prey vs.
Static predator 0.12 0.72 3324.8 Ipte
Prey vs.
Mobile predator 0.13+1.40* 0.65+7.10* 2979.9+3.3 80%%+0
Prey vs.
Optimal predator 0.12 0.70 3232.9 %
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Static vs.

Mobile predator 0.09+1.30*
Static vs.

Optimal predator 0.10
Mobile vs.

Optimal predator 0.11+2.80*

0.74+6.1.0*

0.77

0.75+8.40*

3420.4+3.1

3572.9

3447.1+3.9

20%%+4107%8

.R-181

30%+310°8
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Figure 3.1 Map illustrating the location of our study sitesdgga (California) and
Strawberry Hill (Oregon). About ~760km of coastlseparate them.
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Figure 3.2Pisaster ochraceus andMytilus californianus biomimetic temperatures
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of 2012 (June 2¥ through August 10). Data were collected every 30 min.
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Figure 3.4Aquatic and aerial thermal sensitivity curves dibsat for Pisaster ochraceus
andMytilus californianus from Bodega (Panels A and B) and Strawberry Hiin€ls C
and D). We estimated the aquatic curves’ parametdng empirical SMR
measurements (Fig. 3.3), and the aerial curvesimpaters using information from the
literature.
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scenarios represent individuals that remain imneobilhe mobile predator considers
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95



A) Bodega B) Strawberry Hill

0.8 4 Species 0.8 1 Species
Mytilus Mytilus
Pisaster Pisaster

o
o
L

f u 1[ R 1t J[ e b

0.4 1

o
[N
h

0.2

Relative levels of Hsp70
5
—
—
——
+
.—'—.
—]

004 e o L L 00 L L L L
10 15 20 25 10 15 20 25
Body temperature (°C) Body temperature (°C)
C) D)
Bodega Strawberry Hill
0.8 { Species 0.8 Species
Mytilus Mytilus
Pisaster Pisaster

o
o
L

Relative levels of Hsp70
kN

0.6 1

B

T

o
N
L

v v v v v Q3 v v v v
S & & g  § S & & & 5
< N () Q < (N Q N) Q (N)
Time (mm/dd/yy) Time (mm/dd/yy)

Figure 3.6 Total heat shock protein 70 (Hsp70) expressi@n ¢onstitutive and inducible
isoforms are not differentiated) measured fi@isaster ochraceus tube feet andytilus
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been kept at one of six seawater temperature tegd$n(10, 13, 18, 21, 24, and 27°C) for
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in dry ice. Bars represent mean + 1SE.
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CHAPTER 4

A DYNAMIC ENERGY BUDGET(DEB) MODEL FOR THE KEYSTONE PREDATOR

PISASTER OCHRACEUS”

ABSTRACT

We present a Dynamic Energy Budget (DEB) modetHerquintessential keystone
predator, the rocky-intertidal sea sRasaster ochraceus. Based on first principles, DEB
theory is used to illuminate underlying physiol@ajiprocesses (maintenance, growth,
development, and reproduction), thus providingaagwork to predict individual-level
responses to environmental change. We parameadeatizenodel foP. ochraceus using
both data from the literature and experiments cotetlispecifically for the DEB
framework. We devoted special attention to the elisctapacity to (1) describe growth
trajectories at different life-stages, includindgugc larval and post-metamorphic phases,
(2) simulate shrinkage when prey availability isufficient to meet maintenance
requirements, and (3) deal with the combined effe€changing body temperature and
food supply. We further validated the model usangndependent growth data set.
Using standard statistics to compare model outpiitsreal data (e.g. Mean Absolute
Percent Error, MAPE) we demonstrated that the misded\pable of trackinB.

ochraceus growth in length at different life-stages (larva@APE=12.27%; post-

3Monaco, CJ, Wethey, DS, and Helmuth. 202130S ONE. 9(8): e104658.
Reprinted here with permission of publisher.
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metamorphic, MAPE=9.22%), as well as quantifyingrogluctive output
index.However, the model’s skill dropped when tgyto predict changes in body mass
(MAPE=24.59%), potentially because of the challeofyprecisely anticipating spawning
events. Interestingly, the model revealed Ehaichraceus reserves contribute little to
total biomass, suggesting that animals draw enkeogy structure when food is limited.
The latter appears to drive indeterminate growttaatyics inP. ochraceus. Individual-
based mechanistic models, which can illuminate tyidg physiological responses,
offer a viable framework for forecasting populatiynamics in the keystone predator
Pisaster ochraceus. The DEB model herein represents a critical steépat direction,
especially in a period of increased anthropogeressure on natural systems and an
observed recent decline in populations of this ta@es species.

INTRODUCTION

Improving our ability to anticipate responses diunal systems to environmental change
is among the most pressing challenges facing moetiogical theory (Denny &
Helmuth 2009). Efforts have been confounded byirtherently complex nonlinear
dynamics of such systems (Monaco & Helmuth 2011midy et al. 2011, Peters et al.
2007). However, the physiological responses akviddals may be considered as the
underlying basis of all ecological dynamics, thusviding a solid foundation for
advancing the field of ecological forecasting (Dg@nHelmuth 2009). Studies at the
organismal level have emphasized that some ofitsterésponses to climate change may
lie not in mortality but in changes in growth amghroduction (Newell 1970, Petes et al.
2007) and in the strength of species interactiosdas et al. 2011, Petes et al. 2008b,

Wethey 2002). Particularly promising are bioengogestudies that quantify flows of
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energy and mass through an individual, which in tictate levels of physiological
performance including feeding, growth and repromunct This provides a mechanistic
framework that can help characterize physiologieaponses to current and projected
environmental drivers as a consequence, for exarapiecreasing temperatures
(Kearney et al. 2010).

Predictive frameworks based on bioenergetics haee lised for a wide range of
species from a variety of taxa, and range in cormgylérom fairly simple to very
elaborate (Kooijman 2010). However, given the claxmpature of some of the threats
currently faced by natural systems (e.g. climagnge, ocean acidification, pollution),
where intertwined direct and indirect effects aapact multiple species simultaneously,
the most efficient approach may be to concentrateamlogically important players,
whose dynamics can exert cascading effects on pppas and communities (Connell et
al. 2011, Kordas et al. 2011). Following this mwasg, keystone species (Mills et al.
1993, Paine 1966) may serve as ideal candidatesviestigating and modeling the
physiological mechanisms that ultimately mediatel@gical processes (Sanford 2002b).
Particularly, keystone predators — consumers #raremove competitive dominants or
otherwise have impacts on an ecosystem dispropatgao their abundance (Duggins
1980, Fauth & Resetarits 1991, Paine 1966) — heseived much attention. Despite our
generally good understanding of the links betwéenphysiological condition of many
species and their interactions with their environtiee. eco-physiology), few
guantitative physiological models have been dewaddpr keystone predators, and
specifically there is a pressing need for modeleedling, growth and reproduction, and

their response to changes in environmental dri¢4emnsiré et al. 2010).
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Here we describe a Dynamic Energy Budget (DEB)ndividual-based
mechanistic energetics model (Kooijman 1986, 20ftd)the quintessential keystone
predator, the rocky-intertidal sea skasaster ochraceus (Brandt 1835) (hereatfter,
Pisaster). By preferentially foraging on a dominant spaoeapetitor, the mussélytilus
californianus, Pisaster has profound impacts on intertidal community agdages
(Menge et al. 1994, Paine 1966). Exploiting thvéueis of DEB theory, we describe a
model that can (1) predi€isaster growth at larval and post-metamorphic stages when
prey are abundant and availabtklibitum, (2) characterize shrinkage when food is
removed, and (3) illuminate dynamics in physiolajigrocesses driven by cumulative
effects of temperature and prey availability. Timiedel represents a critical first step in
exploring, and forecasting how variation in envireental drivers will likely affect the
physiological performance and rates of foraginthef keystone predator (Sanford
2002a). Such an understanding is especially tigieign the recent widespread mortality
of Pisaster being observed on the Pacific coast of North Ange(ieric Sanford, pers.
comm.).

While several bioenergetics models seeking toeetattabolic organization to
aspects of physiological performance exist, DEBtihés gaining increased popularity
because of its ability to model underlying physgial processes (maintenance, growth,
development, and reproduction) based on first ppies, that are common to all life
forms including different taxa and life stages (Smet al. 2010). Unlike net-production
models (e.g. scope for growth), which maintain tetimilated energy is partitioned
between maintenance and growth/reproduction, DEBrthassumes that energy is first

stored as reserves, and then distributed amonggbgeal processes (Filgueira et al.
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2011). This topology offers solutions for multigd®logical problems (Kooijman 2010),
three of which we emphasize here given their ingran forPisaster. Firstly, we rely on
the capacity of the DEB to mechanistically desctiimewhole life cycle of a generalized
organism without having to modify the structurdled model throughout ontogeny
(Nisbet et al. 2012). This is accomplished by Expy accounting for energetic
requirements associated with the life-history psses of maturation and maturity
maintenance. Incorporating these costs is noratrfirom both physiological and
ecological standpoints, as highlighted by a grovndy of literature revealing that
challenges faced by individuals early in life carpair performance at later stages (Emlet
& Sadro 2006, Gebauer et al. 1999, Hettinger 2@13, Pechenik 2006, Richmond et al.
2007). Since the keystone roleRigaster is restricted to its benthic life stages, effaas
model the influence of environmental variablestsrphysiological condition have
mainly focused on post-metamorphic stages (buGssrge 1999, Gooding et al. 2009,
Pincebourde et al. 2012, Sanford 2002b). Notdidwever, an important portion of its
existence occurs as a planktotrophic larva (Strattmil971). The model presented here
exploits the capacity of DEB theory to accountrf@turation and maturity maintenance
and, building upon available data for both larn@éérge 1999) and post-metamorphic
stages (Feder 1956), provides a means for simglgtiowth trajectories dPisaster
throughout ontogeny.

Secondly, a reserve compartment provides organigthsa physiological buffer
against environmental fluctuations, by which vitties and dynamics of structural mass
are partially independent of changes in prey akditg. DEB theory thus offers a

framework for accounting for time history aspedtemvironmental signals. Weight-loss
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and shrinkage (i.e. reduction in structure to maysbmatic maintenance (Kooijman
2010)) are common for some intertidal organism# siscannelids, echinoderms, and
cnidarians (Feder 1956, Linton & Taghon 2000, Seld&¥87, Tenore & Chesney 1985)
frequently having to cope with severe energy litiotas due to abiotic (e.g. waves, heat
and desiccation stress) and biotic conditions @npetition, low prey availability). In
an attempt to improve the accuracy of the modet vaspect to starvation, we include an
additional parameter calibrated using data frontrotied laboratory observations.
Thirdly, organisms rarely face single stressomsature (Sokolova & Lannig
2008); instead, the environment tends to challendigiduals through cumulative effects
of multiple factors. As has been well establistibd,relative importance of predatory
species on their communities is largely determimgtheir sensitivity to varying
conditions of body temperature and food (Bertnes3c&neider 1976, Burrows & N.
1989, Dell et al. 2013, Freitas et al. 2007, O'Guret al. 2009). Surprisingly, despite
widespread recognition of the critical ecologiaakrof keystone predators, few models
have been developed that account for the intemefifiects of these variables on their
physiological condition. Developing such modelpasticularly necessary for species
experiencing extreme variability in environmentahditions. Throughout its wide range
of distribution along the west coast of North Ancar{between Alaska and Baja
California), Pisaster encounters large temporal and spatial variatidenmperature and
prey availability, so a model capable of accountorghe cumulative effects of
simultaneous changes in these variables shoulekemspecially useful. If we are to
predict responses of individuals to natural andf@hropogenic pressures it is therefore

crucial to account for multiple sources of strddewWard et al. 2013). Due to logistic and
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conceptual challenges, designing experiments tloaigee comprehensive, yet easy-to-
interpret data has troubled eco-physiologists hgppinbridge the gaps between empirical
observations and estimates of fitness (Sokolov&@p0Based on individual
bioenergetics, DEB theory provides a general fiog. taxon-specific) framework that
can be utilized to uncover physiological mechanibms/hich multiple stressors
combine to impact performance in organisms (Flyei8aVarie et al. 2009, Kooijman
2010, Sokolova 2013). To incorporate these effelsesmodel described here is based on
empirically-derived estimates of temperature sensif feeding functional response, and
starvation dynamics d?isaster.

The DEB model builds on both observational studissch provide information
of the basic biology dPisaster, and manipulative studies addressing the effdcts o
changes in body temperature on metabolic, feedind,growth rates. These data were
obtained both from the literature and from our @xperiments, which were especially
designed for DEB modeling purposes. Our aim igravide an individual-based
mechanistic model that can characterize the phygicdl condition oPisaster
throughout ontogeny, and in response to cumula&tifexts of changes in body

temperature and prey availability across its geglgarange.

MODEL DESCRIPTION

Dynamic Energy Budget (DEB) theory describes enargy mass flows in an individual
organism (Fig. 4.1) throughout its life historyn its purest form DEB considers an
archetypal individual that is representative ofiadlividuals of the species, although
several authors have extended the theory to examiiaspecific variability, such as

occurs along latitudinal gradients (Freitas eR807). The model herein was first
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developed following the assumptions of a standd® odel (i.e. one reserve
compartment, one structure compartment, isomompoa/th). While excellent
comprehensive descriptions of the standard DEB irenttkits fundamentals are
provided elsewhere (Kooijman 2010, Sousa et al0204n der Meer 2006), we offer a
basic explanation of the formulations that orclegstour generalized model in the
Appendix B. As illustrated in Figure 4.1, the mbttacks dynamics of four state
variables (reserve, structure, maturation, andodgymtive buffer), which depend on

energy flows (units of J4 represented by arrows). Energy assimilated fimod at rate

pA, first enters the reserve compartment. Energytleam be mobilized at ratBC, and

allocated depending on the parameter ke(d‘p)a(Kooijman 1986, 2010), which amounts
to a fixed fraction of energy used for somatic nemance at rat?M, plus growth at rate
Ps. The remainder{’c(l‘ k), goes to maturity maintenance at ré"te plus

reproduction at ratéx.

The standard DEB model (Appendix B) was modifiethtmrporate relevant
aspects oPisaster life-history. Specifically, we accounted for gribwduring larval
stage, the ability of individuals to shrink (i.@nspensate for somatic maintenance costs
using structure) when starved, and species-speuaifs for energy expenditure in
spawning. The steps taken to incorporate thessctsmto the standard model
(Appendix B) are detailed below.
Pisaster ochraceus DEB model structure
Since relevant information for the different lifeeges ofPisaster was available in the
literature, it was possible to build a model that@nmpasses the whole life-span of a

generalized individual, accounting for changes orphology, energy allocation rules,
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and growth patterns that follow when transitionegween stages (Jusup et al. 2011,
Nisbet et al. 2000, Pecquerie et al. 2009).

Including a larval stage implies deviations frore #tandard DEB model due to
violations of the isomorphy assumption arising fridra stark morphological differences
betweerPisaster larval and post-metamorphic stages (planktoniated swimming
larva vs. benthic juvenile and adult). StandardDiodels use one shape coefficient,

Om , to convert physical Iengthér,w (e.g. larval length), to structural lengtHs, (a

useful theoretical measure of size that directlgtes to the state variable structure and is

not influenced by the organism’s shape), throu@\etd]uationl- =0y L. Because
morphology differs between the larval and post-metghic stages, the relationship

between physical and structural length needs telseribed independently for each

stage, which we do here by estimating two shap#icieats, S v and Om ,

respectively. Violating the isomorphy assumptitsoamplies that surface-area is
proportional to volumeinstead of volunfé® — as for isomorphs (Kooijman et al. 2011).
As a consequence, growth during larval developnseatcelerated (George 1999),
which is therefore better described by an expoakrdther than the asymptotic von
Bertalanffy growth model (Kooijman et al. 2011ndéed, using data from George
(1999) and Pia et al. (2012), we found that lastaface-area was proportional to
volumé-®” an exponent that is not statistically differeninfi 1.0. It has been argued that,
as a result, the processes of assimilation andlimaton rates (Appendix B, equations 1
and 3, respectively) increase during larval devalept (Jusup et al. 2011, Kooijman

2010). Since somatic maintenance is proportiamabtume (Appendix B, Eq. 4), there
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is no limit to the increase in structure (Kooijmetral. 2011), in agreement with

observations (George 1999, Jusup et al. 2011, ledeqet al. 2009).

The increase in both process’és and Pc during the larval phase has been
modeled by means of a shape correction functdr{following Jusup et al. 2011):
1 E, <E} (fertilization to feeding larva)

M(L,E,)=4 L/L, E}<E,<E} (feeding larvato metamorphosis)
L, /L,  E,<E, (life after metamorphosis)

(1)

where L is structural length (cm) anbf+ is energy allocated to maturation (J)p and

Li correspond to structural lengths (cm) at birth amedlamorphosis, respectively.

b j
ParametersEH and E. are defined as the energy invested in maturitjo{J)eaching

“birth” as a feeding larvae and metamorphosis,aespely (Table 4.1). Becaud¥ is

applied to those processes containing the param{eli’ew} and v (Appendix B,

equations 1 and 3), it may strongly influence atigesses that depend on them.

Importantly, it will have an impact on the expectsymptotic body Iength',-oo
(Kooijman et al. 2011).

As is the case for many marine invertebrates @gmones, urchins), sea stars
have indeterminate growth, and size dynamics may dimatically according to habitat
conditions. When starved during extended peribdsd organisms lose weight (Feder
1956, Sebens 1987). Initially, there is a redunctbstored reserves (Ren & Schiel 2008,

Sara et al. 2013), but once these are depletedyvérarching priority given to the

process of somatic maintenand&y , would presumably lead to a reversing of

energy/mass flux from structure to cover the costwing, and the organism shrinks (
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Ps becomes negative, Fig. 4.1) (Kooijman 2010). assumption that somatic
maintenance is prioritized has been empiricallyficored for Pisaster ochraceus (Nimitz
1971, 1976) and its congener, the subtRighster giganteus (Harrold & Pearse 1980).
Histological studies witlRisaster further revealed that during prolonged starvation
energy reserves contained in the pyloric caecumredse to levels insufficient for gonad
production (Nimitz 1971, 1976), thus compromisiegnoduction in favor of somatic
maintenance.

Due to thermodynamic constraints, mobilizing endrgyn structure to somatic
maintenance is less efficient than mobilizing anfr the reserve compartment (Kooijman
2010, Sousa et al. 2010). To account for the phygical adjustments during periods of

prolonged starvation (i.e. when mobilized energynca cover somatic maintenance,

k- pe— pVM), we introduced a new parametL?,VM ] (J d*cm®), which adjusts the rates

at which structure shrinksf’e, and somatic maintenance is paﬁw A dh):

P =K Pc = Pyy

P = [1'7‘/M]'L3 (2)
Also, to characterize the effect of starvation catumity and maturity maintenance, we
followed the approach used by Augustine et al. 2&Lyustine et al. 2011). During

periods when mobilized energy cannot cover matunigntenance, i.e?c 1 =K)<p,,

change in maturityf(R; Appendix B, Eq. 8) is calculated as:

_pc-(_l—mj

Pr =_k1 '(EH k]

3)
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The rules for emptying the reproductive buffer deéined based on species-
specific considerations. Evidence shows tshetogenesis iRisaster is driven by
annual changes in photoperiod (Pearse et al. 1986jhadal volume increases towards
the winter months, and gametes are released diategpring and early summer
depending on latitude (Fraser et al. 1981, MauB861Sanford & Menge 2007). Our
model makes the simple assumption that all indadslempty their reproductive buffer
as gonads every 365d.

Going from the DEB model to traditional metrics ofgrowth and reproduction

DEB model quantities can be converted from morditicmal metrics reported in the
literature to estimate parameter values used imib@el. Conversely, comparison of
metrics generated from DEB to traditional metrigst(used in model parameterization)

provides an opportunity to independently train gatidate model outputs. Two
commonly used metrics of the size of sea stararanelength,'-w (cm), and wet weight,

Wy (g). Arm length can be obtained from the quotlegtiveen structural length and
shape coefficient (Appendix B). Wet weight is cddted from structure, reserve and

reproductive buffer (Kooijman 2010):

WW:dv'L3+pE'(E+ER) 4,
where v (g cni®) is density of structure, assumed to equal 1,And4.35-1F g J%) is
weight-energy ratio for a generalized reserve moée(lika et al. 2011a), calculated
from the per carbon atom molecular weidH& (23.9 g mof) and chemical potential of

reserveste (550 kJ mof): Pe =We ! He | Note that?e transforms energy to weight of

reproductive buffer as well.
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Additionally, estimates of reproductive potentieg aften employed as proxies
for fitness. Reproductive potential in asteromsnmonly known as Reproductive
Output index RO, dimensionless) or Gonadal Index, the ratio betwtbee gonadal and
somatic mass (Mauzey 1966, Petes et al. 2008apBa&fMenge 2007), can be

described in DEB terms by the following equation:

_ Pe - Eq
3
d,-L"+pe-E (5).

PARAMETER ESTIMATION AND MODEL TRAINING

The DEB parameter values fBrsaster were estimated by the covariation method (Lika
et al. 2011a, Lika et al. 2011b) implemented inNETLAB 2010 software package
DEBtool (available at http://www.bio.vu.nl/thb/deeblab/debtool/), which employs a
Nelder-Mead numerical optimization to minimize thiference between observed and
predicted values based on a weighted least-squateson. The estimation procedure
simultaneously uses both real data from observaltiamd manipulative studies and
pseudo-data from theory in the parameter fittinecpss (Jusup et al. 2011, Matzelle et
al. 2014). This approach is possible because DEBry is formulated under the premise
that all living organisms regulate metabolic pr@essusing more or less the same
mechanisms. Given this assumption we can desttrdse processes with a set of DEB
parameters, and it follows that differences betwsggaties are underpinned by variations
in parameter values among common mechanisms (Lika 2011a).

The covariation method can accommodate diversesgdsathat provide
information about the basic biology of the targetaes, including size/age at transitions

between life stages, growth, feeding, or reprodecbiutput measurements, as well as
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data sets generated to estimate DEB theory quesitiiiVe used the covariation method
to (1) estimate DEB parameters for which we hadeab data (e.g.5M i), and to (2)

optimize the estimates obtained for parameterseterchined empirically (e.gélvl)

(Table 4.1). Our training phase used field andtatory measurements of size at age,
laboratory functional response data, field and fatooy measurements of reproductive
output, and laboratory measurements of thermaltsatysof metabolism. The data sets
used for parameterizing and training EB model forPisaster are detailed below. All
information collected from figures found in theeliature for which no data tables were
provided was extracted usimgtaThief 111 (Tummers 2006). All animals used for
experimental and observational purposes were tetawsith permission granted by the
California Natural Resource Agency, Departmentishfand Game (Scientific
Collection Permit, ID Number: SC-11078).

Data sets

Growth and shrinkage: Growth time-series are of great value for estintgpidiB
parameters, but only if accurate body temperatndef@aod availability data are also
available (Kearney et al. 2010, Kooijman et al. @00Because body temperature and
food availability data are often limited, paramegstimations may be based on
observations made over short time windows. Thisices confidence in the model’s
ability to simulate performance over prolonged pésiof time, where digestion
limitations are possibly defining maximum feedinglayrowth rates (Zwarts & Blomert
1992). We used growth data for the larval andtagtabes available from George (1999)
and Sanford (2002a), respectively. Data retriduaeh both sources were collected from

individuals fedad libitum (i.e.f=1), and both studies reported water temperatures.
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Changes in larva Widthl,‘W-er(Cm), were used as a metric of larval growth, whitanges

in arm Iength,Lw (cm), were used to assess growth during post-nwetfait stages.

We conducted a laboratory experiment to quantifigleerm changes in size

during starvation (i.f=0), and ultimately to determine the parameLt%WM]. Mature
individuals (~100g) were kept in a 2600-L recircudgtseawater tank (temperature
controlled at 12°C; provided with a protein-skimmaater chemistry monitored every

other week and partial water changes conducteddiogy) for 467d (N=5) and 152d

(N=1), and wet body Weigth (g), was measured at irregular intervals rangiogfi

to 10wk. Data collected for each individual weoenpared to DEB predictions obtained

from the parameterized model. Valuesibin were adjusted until a minimum deviation
between observations and predictions was founedbas a root-mean-square error

(RMSE) criterion. Shrinkage volume-specific cotmaintenance during prolonged

starvation,[p VM], values from all individuals were averaged to datee the overall best
estimate.
Life-stage transitions. Growth data were complemented with informationwbo

size and age at transitions between stages: “bu#fined as the onset of larval feeding,

occurs around day 9-10 after fertilization (Frasteal. 1981), wherrwir = ~0.03cm
(12°C) (George 1999); larvae reach competency tamaphose and settle after ~50d
post-fertilization (12-15°C) (Vickery & McClintocR000); and puberty has been
estimated under field conditions around age 5yemivet weight is ~70-90g (Menge

1975).
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Reproductive potential: Reproductive potential can be estimated from studie
conducted in the field or in the laboratory, aggl@s relative levels of resource
availability are known (e.g. Jusup et al. 2011,Recie et al. 2011). We used field data
from Sanford and Menge (2007); specifically thehieist value for Reproductive Output
index reported, i.eRO = 0.23. Similar values have been reported frdmoratory

experiments wherBisaster was giverad libitum food supply (Pearse et al. 1986).

Feeding functional response: We estimated the half-saturation coefficight
through a mesocosm experiment conducted at Bodegm&ILaboratory (BML, UC-
Davis) in July 2012. Feeding rates of individusé stars (200g wet weight) were
measured in five food density treatments (5, 1132].and 48 mussels mMytilus
californianus; 2-cm shell length). Five 300-L tanks suppliedhwiunning seawater were
each divided in fourths (0.57nto allow for 20 simultaneous feeding rate obstoves.

Sea stars were collected at Bodega Bay, CA (3868 123°03'15” W) and kept
individually under running seawater for one weelbpto the experiment. Individuals
were starved for six days, and fadilibitum on day seven to standardize hunger. On day
eight each animal received a randomly chosen feodity treatment, and was allowed to
forage for seven hours. Eaten mussels were thantifjed and their tissue dry weight

determined from an empirical relationship basednmissel shell length:

DW

tissue

_ 2.7
=0.0088 L, (N=98, =0.98). Feeding rates, expressed as consumed

DWiccue h*, were then scaled by the maximum value to oHtaifhe relationship
between food density arid(Appendix B, Eq. 1) was fitted using a non-linbsast-

square regression, which yielded an estimate’for

113



Temperature sensitivity: The sensitivity oPisaster to changes in temperature was
determined from @consumption measurements taken in five water teayoe
treatments: 10, 14, 18, 20, 24 and 26°C. Sea@taan + SE = 105.4 + 5.2g wet weight,
N=48) were collected at Bodega Bay, CA (38°18’1@28°03'15"W) and kept in tanks
with running seawater (10.8 + 0.7°C, mean * SD) aahtibitum food supply ¥ytilus
californianus mussels) at BML for 5d before experimental tempeest were adjusted.
Pairs of individuals were then transferred to 68¢uaria filled with 1-pum filtered
seawater at ambient temperature (~12°C). Experahermter temperatures were
achieved by keeping the aquaria in climate-cordgtbiboms. The two highest treatment
temperatures were reached using 100-W aquariunerse@tiarineland Visi-Therm,
USA). Water temperatures were changed at a raté’d h'. Individuals were kept at
desired temperature treatments for 4d before megsOy consumption rates. To
maintain water quality, tanks were equipped withsébnes and submersible pumps.
Water chemistry (salinity, pH, ammonia, nitritedamtrate) was monitored every other
day using a saltwater test kit (APIl, USA), and lpawater changes were performed
when needed (every 1-2d). Individuals were thaaegd in cylindrical watertight
chambers (2.88L) filled with aerated, 1-um filtesshwater, at its corresponding
treatment temperature. A magnetic stir-bar keptwhter circulating during
measurements. A Clark-type electrode (HANNA-9148A), fitted over the top of each
chamber, was used to measure dissolvedocentration (ppm) at 10 and 40 min after
sealing the chamber. Trials were terminated e@adyygen concentration dropped

below 70% of the initial reading. The change indOntent was standardized by the
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animal’s dry mass. For each temperature treatm&atsea star-free chambers were
used as blanks to account for background chang®s eéoncentration.

The temperature sensitivity experiment was rundvjgugust 2011 and July
2012). This data set was complemented by measateraggrowth rate taken at ~5°C

by Gooding et al. (2009). These data were thed tseptimize thermal sensitivity

parameters (Table 4.1). Arrhenius temperata_ve,was estimated from the slope of an

Arrhenius relationship (Freitas et al. 2007) usimgasurements taken at 10, 14, 18 and
20°C. Once'» was known, a grid-search was conducted to finacctmebination of

parameter values foTL, Ty T, and T+ that minimized the RMSE between observed
and simulated data. Maximum and minimum parametkeres evaluated by the grid-
search were determined by the range of values texptor a collection of species
modeled through DEB, available on-line (http://w\ie.vu.nl/thb/deb/deblab/). The
fitted curve was then scaled in relation to its nmaxm value to force the curve’s
maximum through one.

Post-metamor phic shape coefficient: The post-metamorphic shape coefficient,

of Pisaster was first estimated from the empirical reIatiorpsiViVW =0y Lw)s,
described using data of arm length (cm) and wegiwgig) from 457 individuals
collected at Bodega Bay (38°18'16” N, 123°03'15” Wilhe estimate obtained from this
analysis was then treated as an initial value eénctbvariation method. The new
optimized estimate provided a closer approximatibthe contribution of structure to
body weight.

Parameter sensitivity analysis: A parameter sensitivity analysis was carried out

by varying each parameter by 10% and quantifyiregprcent effect on observed length
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at age 2y. Sensitivity is the ratio of the peragrdnge in length at age 2y to the percent
change in the parameter. This is equivalent tg#r&al derivative of length with respect

to variation in a single parameter.

MODEL VALIDATION

Having estimated model parameter valuesisaster, we validated the model
predictions against growth data from 24 adult anefile sea stars kept individually by
Feder (1956). His data were chosen because tedh@only long-term time series
available (~1.6y), produced using individuals kepder controlled laboratory
conditions; food was provideat libitum and water temperature is reported.
Additionally, since growth was measured as a cham¢ggngth and weight, we could use
these data to evaluate our model’s capacity toigrgdriation in body mass due to
spawning events.

Because the estimated parameters varied aroundm (fable 4.1), we simulated
1000 possible growth trajectories resulting froormbmations of parameter values
sampled from normal distributions defined by tlesierage and standard deviation (Table
4.1).

Statistical comparisons between observed and peediata were performed
using standard model skill metrics Mean AbsoluteEfMAE), Mean Absolute Percent
Error (MAPE), and Root Mean Square Error (RMSE)paservative measure of the
absolute magnitude of error (Hyndman & Koehler 200Benerally, we regarded a fit to
be good when MAPE did not exceed 10%.

The statistical language R (R Core Team 2013) wasd to carry out all

calculations.
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MODEL RESULTS

Model training results

DEB model parameter values feisaster were successfully estimated through the
covariation method using data from both, experimennhducted specifically to
determine DEB quantities and from the literaturalf€ 4.1). Note that while some
parameters could be estimated with high accurabgre suffer from important variance.
Given the generality of a model designed to chara a broad range of physiological

processes regulating life-history traits throughantiogeny, it is expected that some

p
parameters are harder to determine. In particoatyrity at puberty,EH , Shape

coefficient of Iarvae,5 mirv, and maturity-maintenance rate coefficie]ﬁt,, showed high

variability (Table 4.1) because we lacked direcaslrations to estimate them. Future
applications of this model should consider the uwagaties of these parameters, and
possibly work towards reducing them.

The half-saturation coefficient, Arrhenius temperat and post-metamorphic
shape coefficient were estimated directly from data (Kooijman et al. 2008). The non-
linear least square regression from the feedingm®xnt yielded an estimate of
13.9+2.3 mussels frfor the half-saturation coefficient (Fig. 4.2)hd grid-search for the

thermal-sensitivity parameter yielded a RMSE betwssaled data and model predictions

of 0.22 (Fig. 4.3). The post-metamorphic shapéfiooent, Om , first empirically
estimated to be 0.59+0.05, was then optimized thighcovariation method, yielding a

final value of 0.52+0.03 (Fig. 4.4).
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We combined these empirically determined parametghsdata from the

literature in an effort to simultaneously determine the remmey DEB parameter values

using the covariation method (except Ee?rVM], which was determined last) (Table 4.1),
along with calibrating the model so it could captunportant landmarks of the life-
history ofPisaster, including size and age at transitions betweenstibges and

maximum reproductive output indeR@®). Simulating ideal condition$<1), the model
predicted “birth” (first feeding larval stage) ad after fertilization, when the larval size
is 0.02cm wide (vs. training values 9d and 0.03@spectively); settlement around day
59.9, when larval width is ~0.38cm (vs. trainingued 50d and 0.37cm, respectively);
and puberty around day 264, when wet weight is#$6:s. training values 5y and 70-
90g, respectively). The same simulation projentestimate foRO of 0.21 (vs. training
value 0.23). These predictions, along with the imaxn size reported fdPisaster (20-

cm arm length; Feder 1956) allowed estimation ofrgh curves for both larval and post-
metamorphic stages. The model’s ability to prdgigack changes in larval body size
(MAPE=12.27%, RMSE=0.005cm) is illustrated in Figdr5. The comparison between
observed and predicted growth data for the adelsliage further revealed the model’s
good performance (overall RMSE=1.01cm) (Fig. 4.Bhe training data for this adult
stage were collected at two temperatures: 9 and (2anford 2002a). When running
our model at each of these temperatures, agredmemeen observations and predictions
was slightly better at 12°C (RMSE=0.82cm) than GRMMSE=1.18cm). Although
Sanford (2002a) did not find differences in grow#tween individuals kept at 9 and
12°C, our model’s built-in thermal sensitivity (imgendently estimated) predicts the 3°C

difference in temperature would cause a significduainge in growth (from 27 to 42% of
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maximal value). The lack of coherence betweenetinesdel predictions, which suggest
large changes on growth between temperatures astdbp part of the thermal
performance curve, and Sanford’s data, which shaweedifference in growth between
9° and 12°C, remains unexplained.

Finally, our long-term starvation experiment togettvith the parameterized DEB

model allowed estimation of the shrinkage volumeesfic cost of maintenance

parameter that applies during prolonged starva{igﬁ‘,l] (Table 4.1). Individuals

subjected to food deprivation lost weight at adyemte of 0.120.02g d' (meart1SD,

N=6). The values fo[pVM] that minimized the RMSE between observed and giedli
wet weight varied between 8 and 15Jai® (Fig. 4.7). We used the mean, 11.8Xkdi

3 as the value for this parameter.

Model validation results

We ran the parameterized DEB model simulating damdh of food and water
temperature, and compared the outputs to Fedezxtde(FL956) observations (Fig. 4.8).
Similar to the conclusion obtained from the traghprotocol, the validation confirmed

the model’'s capacity to describe the increasermlangth ofPisaster through time, with
an overall relative error MAPE=9.22% (RMSE=1.23&MAE=0.99cm) when comparing
observed data with the simulated growth trajectidotained using the average parameter
values (Fig. 4.8A). Note that agreement betweeaeied and simulated data decreased
with the size of the organism. The observed dataithin the envelope of the family of
curves from the Monte Carlo simulations accountorgvariability in parameter values

and the simulations clearly track the change in l@mgth ofPisaster (Fig. 4.8A).
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The model’s overall capacity to describe changeganhweight appeared less
satisfactory than for arm length (Fig. 4.8B). Theéicator of relative error, MAPE,
reaches 24.59% (RMSE=147.56g, MAE=93.81g) when ewmg@ observed data with
the simulated growth trajectory obtained usingaherage parameter values (Fig. 4.8B).
The model’s lack of skill in predicting wet weigihtPisaster is further evidenced by the
large spread of the family of growth curves frora Monte Carlo simulations that
accounted for the variability in parameter estimmgtag. 4.8B).

We performed a sensitivity analysis to evaluateréhative influence of the DEB
parameters oRisaster size at age 2 years (Table 4.1). Generally, tfeeedf increasing
parameter values on the model output was approglgnatirrored by the effect of
decreasing the parameter values, and vice veidiaating that most parameters had
linear effects on growth. Effects were only noahnfor thermal sensitivity parameters

T andTw. An increase in the value of the former had argfmegative effect on the

model output (sensitivity -0.99), while a reducticaused a weak positive effect
(sensitivity 0.04). In contrast, while increasithg value of the latter did not affect the
model output, reducing it produced a strong negatifect (sensitivity -0.99, not shown
in Table 4.1). This analysis revealed that the @h@ghs most sensitive to both increases

T. and reductions if+. The model also showed a high sensitivity toeases in the

in
parameters maximum surface area-specific assimillaa'te,{p Am} (sensitivity 0.20),

volume-specific somatic maintenance chgtf,W ] (sensitivity -0.14), and the proportion

of energy allocated to somatic maintenance and l@r,okl (sensitivity 0.11, Table 4.1).

Changing the parameters half-saturation coefficiéwt, post-metamorphic shape
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coefficient, Om , energy conductance’,, volume-specific cost of structurLI,EG], energy

b j
investment to transition between life stages (b|1:‘nh, metamorphosigH , and puberty

E T

o .
H), maturity maintenance rate coefficierlﬁl, , Arrhenius temperature',», and

Arrhenius temperature at upper and lower Iim}lt_sL( and TAH) had little effect on
growth (sensitivity < 0.10). Finally, because #xercise was performed assumat

libitum food supply of a post-metamorphic individual, vagyparameters volume-

specific cost of maintenance during starvatiLfﬁ’,M] ,and larval shape coefficierF?,M Irv

, had no effect on the model’s output (Table 4.1).

DiscussiON

We satisfactorily parameterized a Dynamic Energgdtat model for the quintessential
keystone predatdrisaster ochraceus, although independent tests of the model reveal
varying estimates of model skill. By combining theoretical framework of DEB with
empirical data collected for modeling purposes gsatimated a set of parameters (Table
4.1) that describe dynamics of underlying physimabprocesses related to
development, maintenance, growth and reproductich in turn define the
physiological and ecological performancePodaster (Figs. 4.5-4.8).

Model sensitivity

Future applications of this model should recogtied different parameters have a
different relative influence on the model’'s outpiifaus, depending on users’ specific
study objectives, one should consider the preciaitim which certain parameter values

were determined, and whether further tuning isiregu Our model sensitivity analysis
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provided a useful means for assessing this. Thassmeters with high sensitivity have a

big impact on the output of the model (e.g. thersaasitivity parameterIAL and TAH),
and therefore future efforts should focus on meshfod improving their estimation. In
contrast, because parameters with low sensititiopkl have little influence on the
output of the model, their estimation could betedawith less care. Consequently,

despite the large variability observed in somehefpiarameters, their relative importance

could be minor if their sensitivity is low (e.g. tnaty-maintenance rate coeﬁicieﬁtf,).
Reserves and starvation

The model allows discriminating between the contitns from reserves, structure, and
gonads to the total wet weight of an individual ex@ncing different levels of food
availability (Fig. 4.9). Notably, the contributiari the reserve to the animal’'s body mass
is very small, albeit enough to fuel its metabadl@nands. Similarly, a study conducted
with the Atlantic Bluefin TunaThunnus thynnus) found a low contribution from reserves
(7%) (Jusup et al. 2011) which, according to thiaans’ analysis, explains their limited
ability to survive starvation and the need to feragraciously. Despite the even smaller
reserve compartment Pisaster (3.8%), its ability to readily draw energy fromuwstture
appears as a strategy to cope with naturally uaicei®od conditions. The observation
that individuals facing food limitation not only®lr a steady body mass loss but also a
reduction in arm length (i.e. structural lengthggests that individuals readily draw
energy from the structure compartment to suppleraeetgy allocation from reserves.
Now consider a well fed individual (~250g wet masasijdenly deprived of food; the
model predicts an exponential decrease in body ,nraascordance with our empirical

observations (Fig. 4.7). Figure 4.9B illustrates very short period needed to empty the
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reserve compartment (~67d to reach 1% of the maxineserve density). Then, as
mobilized energy cannot satisfy the maintenancairements, structure is used as an
energy source contributing to the subsequent nagss IFigure 9 also shows the
contribution of gonads to total body mass, whiclctilates annually between 0 and
20.7% in a well-fed individual. Structure, in tugomprises most d?isaster weight: up
to 96.1% (Fig. 4.9A). Food deprivation further iagps the amount of gonads produced
during this initial period, which falls to zero aftthe annual spawning event (Fig. 4.9B).
It should also be mentioned that the contributmiotal wet weight from the model’s
reserve compartment does not reflect the relatwveribution from pyloric caecum,
which is traditionally regarded as the sea stargneeserve organ (Harrold & Pearse
1980, Nimitz 1971, 1976, Pearse & Eernisse 198Xhough DEB reserves do not
account for a large portion of the weightRigaster (Fig. 4.9), pyloric caecum is known
to reach relative values comparable to reproduatiuput (~0.15-0.20 of total body
mass) when prey is availakdd libitum (Sanford & Menge 2007). This seeming
contradiction may be explained by the locationhaf DEB reserve compartment in the
energy flow pathway (Fig. 4.1), which differs frahe role of the pyloric caecum in sea
stars. Although the pyloric caecum can be conemtles an energy storage organ, our
assumption is that it is located down-stream frobereserve compartment, in closer
proximity to the reproductive buffer. We make tArgument based on two lines of
evidence. First, DEB theory assumes that when supgly is constant, the DEB reserve
density should not vary (Kooijman 2010, Sousa €2@10). The cyclic nature of the
pyloric caecum irPisaster, even when prey is availaldd libitum and individuals’

feeding does not fluctuate (Mauzey 1966, PearseiiBse 1982, Pearse et al. 1986),
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conflicts with the idea of equating the DEB reseteepartment with pyloric caecum.
Second, studies have shown strong relationshipgeleet the volumes of pyloric caecum
accumulated during the feeding periodPtdaster, and the gonadal tissue produced
subsequently during the spawning period (Pearse&iEse 1982, Pearse et al. 1986,
Sanford & Menge 2007). Thus, while it is possitlat maintenance is paid in part by
pyloric reserves, especially during starvation (M 976), most of that energy is
allocated to gonadal growth. For simplicity, we dot include a pyloric caecum
compartment in the model. Future versions of DERIets forPisaster or any other sea
star could consider its dynamics explicitly althbugptably, model results did not appear
to be sensitive to its absence. Because the dgsampyloric and gonadal indexes are
driven by photoperiod regimes, these models woaltkbt by incorporating photoperiod
in their structure.

To better predict changes in size following staoratspecifically when energy diverted
to somatic maintenance and growth is not enougiover the former, we subjected

individuals to complete food deprivation and moretbweight-loss over time (Fig. 4.7).

These data allowed us to define and estimate aplaeavneter,[pVM] , Which not only
describes energy flows from structure to pay fangtic maintenance, but also provides a
good match between observed and simulated redsatiosize due to starvation.
Although the literature suggests that mobilizingrgyy from structure to pay for somatic

maintenance should be less efficient than fromrvesgKooijman 2010, Sousa et al.

2010), our data revealed a lower value['g‘fM] than[pM] (Table 4.1). This might be a
consequence from the drop in activity and metabosbown by individuals during

prolonged starvation.
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Interestingly, animals lost weight smoothly throaghthe duration of the
starvation experiment (Fig. 4.7). Previous studieth with vertebrates (Cherel et al.
1988) and invertebrates (Ren & Schiel 2008) hawevsithat the rate of weight loss
changes from steep to shallow once reserves atetdé@nd structure is used as
substrate. The observation that reserves makesomah portion ofPisaster biomass
(Fig. 4.9) is likely masking the change in ratevafight loss expected based on the
literature. Finally, it must be recognized thatiiskage of structure directly translates
into a decrease in maintenance costs, consequaiatlying the organism to stay alive.
This is a key adaptive trait in challenging envire@nts such as the rocky intertidal
(Sebens 1987). Efforts to account for the efféstarvation on organisms that routinely
undergo periods of reduced feeding thus represeatscial step if we are to predict real
world dynamics.

Model performance

Because of varying levels of skill amongst diffargrowth metrics, it is important to
highlight the instances when the model predicticenrs be expected to be reliable, and
when they should be viewed with caution. The maaeurately predicted larval width
(Fig. 4.7) and arm length (Fig. 4.8A) trajectorié® important strength of DEB is
indeed its ability to incorporate the entire lifistory of an organism using the same
parameter values. Like other species modeled ¢ir@EB — including bivalves (Rico-
Villa et al. 2010) and fish (Jusup et al. 20 Hikaster undergoes morphological changes

between larval and post-metamorphic stages. Adoaufor this in the model required

application of stage-specific shape coefficients ' 5M) to transform structural

lengths to physical lengths and a shape corredtioction (Eq. 1) to capture growth
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acceleration. These adjustments provided a goodsmpndence between real and
simulated larval growth. Note that, although tineetperiod covered by the real data is
only half of that required for larval competendye imodel projection (59.9d) is close to
observations from the literature (~50d for well-fadrae) (Vickery & McClintock 2000).
While our validation exercise was limited to laltorg conditions with abundant food
supply, the feeding functional response embedd¢deimodel structure allows
assessments under scenarios of reduced energgtakil If food is limited, the model
predicts longer times to larval competency, althooturity level at metamorphosis
remains constant. These predictions are consistiémHart’s (1995) study of the urchin
Srongyl ocentrotus droabachiensis, and suggest a mechanism for understanding the wid
distribution in settlement times previously repdrfer Pisaster (76-228d) (Strathmann
1978). The model, however, ignores potentiallyon@nt features dPisaster embryonic
and larval developmental stages. For instancias not account for the capacity of

their larvae to clone when food is abundant ankigi quality (Vickery & McClintock

2000). Additionally, the model assumes that enehg;sity,[E], is equal between
mothers and offspring, contradicting previous ekpental observations revealing that
bigger females produced small, low-quality eggsl small females produced larger,
high-quality eggs (George 1999). Although we djarded these aspects for simplicity,
including them in future versions of the model wbaértainly increase its potential for
bridging the gap between individual and populaterel processes fdtisaster.

Our simulated growth for juveniles and adults alsowed good correspondence
with empirical data, although precision varied wviltle size metric considered

(predictions for arm length were more precise tloanvet weight) (Fig. 4.8). Several
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mechanisms may partially explain the reduced pi@tis predicting wet weight
trajectories. First, it is quite common that theight-at-age data are more scattered than
the corresponding length-at-age data, meaninghleaormer is impossible to capture
with the same level of precision as the latter @¢av & Martinez del Rio 2007). From a
DEB perspective this is not surprising given thatght contains contributions from three
state variables (including the structural lengétebeing a source of the prediction error
that adds to the overall amount of the scattere dHysical length, on the other hand, is
predicted solely from the structural length, megriimat the corresponding prediction
error is the only source of the scatter. Secorgtigion may be reduced by assumadg
libitum food, reserve density remains constant and stialatuass increases smoothly
with time. Gonadal tissue, however, fluctuateglyedue to spawning events triggered
by photoperiodic cycles (Pearse & Eernisse 1982rdeect al. 1986). By assuming that
all mature individuals release their gonads accatedlduring the previous year, based
entirely on energetic criteria, the model doesaagtture individual and population level
variability in the timing of spawning given by urtacinted potential cues (e.g. body
temperature, presence of conspecifics (Himmelmah €008), or by photoperiod
(Pearse & Eernisse 1982, Pearse et al. 1986)).tdilne large portion of body mass that
can be attributed to gonads during spring-summeog¢Fraser et al. 1981, Sanford &
Menge 2007), discrepancies in the exact timingoaixsing between the model and
empirical data can translate into large differerineset weight at specific times. Note
that, when accurate estimates of spawning time &ey modeling goal, reducing the
time resolution of the model from days (defaultiveeks would improve the value of

model’s skill metric; in addition, using a day-lehgue for spawning would also
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improve skill metric. The model’s precision mayéeen less in case individuals fail to
spawn on spring-summer (after accumulating gonaa)or if the handling time of prey
items varies, affecting their capacity to procesargy efficiently. Both scenarios are
possible under lab and certainly field conditioReder 1956).

An additional source of error when modeling wetgiitrajectories may come
from the observation that relative investment inapts negatively correlates with food

availability across sites iRisaster (Sanford & Menge 2007), which deviates from DEB

theory’s assumption that the relative investmdﬁ) (s constant. Sanford and Menge
(2007) hypothesized that such an adaptation magase the likelihood for larvae
produced at poor sites to reach worthier locatidfa:. simplicity, and because the
mechanism is not completely understood, our magedries this hypothesis.

Because of the ecological importance of the ageibérty, it is worth touching
on the large discrepancy between the modeled asehedd values (264d and 5y,
respectively). Two aspects may be determiningritsenatch. First, the observed value
is an estimate calculated using field observat{denge 1975), where environmental
conditions (notably food and temperature) are uageand individuals probably do not
forage constantly. In contrast, our estimate sedaon growth measurements collected in
controlled, constant lab settings, whereaster could feedad libitum. Second, the
difference between observed and modeled age attgubay be due to the uncertainty in
the estimates of some of the DEB parameter valkes.example, our estimate for

maturity maintenance rate coefficient was 0.000802918 (mean+SD) (Table 4.1).
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Environmental dependency

Throughout its wide geographic rangesaster often copes with extremely challenging
conditions inherent to the rocky intertidal. S&resay arise from both physical and
biological forces whose impacts vary spatially &mporally. Here we focused on body
temperature and food availability because of thegrarching influence on physiological
and ecological performance (Karasov & MartinezRiel 2007). First, our thermal
sensitivity experiment yielded a complete thermef@rmance curve for respiration rate
(hereafter, TPC) foPisaster (Fig. 4.3). A number of different approaches hiagen
proposed to analytically characterize TPCs (e.gilfatta 2006, Shi & Ge 2010), most
of which typically arrive at the same general shayaenely, an increase in performance
with temperature, followed by a leveling off atiatermediate temperature (optimal
performance), and a subsequent drop leading tamimi performance and death at
extreme temperatures (Angilletta 2009). The fiaseameters we estimated here
determine this general shape. TPCs are becomingesasingly popular tool to readily
assess the effect of temperature on relevant eicalagnd physiological performance
traits, as well as for predicting impacts of climahange (Angilletta 2009, Monaco &
Helmuth 2011). When used in a DEB framework, cae farther discriminate among
the effects of temperature on the various physioldgrocesses being modeled
(maturity, maintenance, growth, reproduction). c8ithe relative importance of these
processes may vary depending on the organism’srityafe.g. reproduction is only a
defining trait after maturity has been reachedndpable to quantify their responses to
temperature separately should prove useful wheking@across life-stages. Note,

however, that our thermal sensitivity parametersevestimated based on oxygen
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consumption measurements, and we rely on the assumtpat all physiological rates
respond to temperature following the same formaitatiWhile empirical evidence
sustains this assumption (Kooijman 2010), we recendriesting it against independent
measurements of feeding or growth rates at a rahtgamperatures, particularly at
extreme ends of the curve, where different procease expectedly less coupled
(Levinton 1983, Sanford 2002b). In addition, owrdal assumes that temperature exerts
the same effect on metabolism, regardless of whatlesiduals are aerially exposed at
low tide or submerged at high tide. We baseddhia recent study conducted on
Pisaster, which showed that thermal sensitivity is virtyatiqual between submerged and
exposed animals subjected to a range of tempesatigvalues being 2.18 and 2.12,
respectively (Fly et al. 2012). However, despitelihg similar sensitivities, the study
also revealed a significant reduction in oxygenstonption rates (metabolic depression)
for sea stars exposed to air compared to thoseskdyoherged in water at the same
temperatures (Fly et al. 2012). The mechanism liglwsome intertidal organisms
reduce metabolism during aerial exposure is uncéat therefore we did not consider it
in the model. Note, however, that if animals afeased daily, cumulative metabolic
depressions may potentially have important consszpsefor long-term energy budgets.
It should also be pointed that, since our TPC vesxidbed based on aquatic conditions,
our model may not work when body temperature dugieigal exposure exceeds the peak
of our curve (~295K, or 22°C). Since aerial bodyperatures above that threshold are
known to occur foPisaster (Fly et al. 2012, Pincebourde et al. 2008), modeiployed

to describe itgondition during periods of aerial exposure shadd an additional set of

thermal sensitivity parameters. While the valueAohenius temperatureT(A) would
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not change, the parameters that define the cusheipe at extreme temperaturgm(,
TAH, T andTH) should be re-estimated based, for example, amrrdtion of critical
temperatures (Pincebourde et al. 2008). Finaiyperature sensitivity parameters are
likely to vary as a function of both prevalent badynperatures at the collecting
sites/intertidal height (i.e. acclimatization) asetails related to experimental design (e.g.
acclimation time; chronic vs. acute) (Pincebourdal €2008). Future studies must
therefore carefully consider these and other cavegiorted elsewhere (Schulte et al.

2011), in order to avoid misinterpreting modeliegults.

Moreover, our feeding experiment yielded a scalggeTll functional response

curve (Fig. 4.2) which, based on a half-saturatioefficient, Xx, provides means for
assessing the effect of changing food density enrdke of energy intake (Kooijman
2010). To our knowledge, this curve had not kbeestribed foPisaster before.
Conclusions

In a period of increasing anthropogenic pressuricipating changes in the dynamics of
ecological systems represents a complex, yet negessallenge that ecologists must
face in order to prevent further collapses of rattesources (Mumby et al. 2011).
Difficulties arise, in part, as a result of the tiple processes taking place across levels
of biological organization, which appear linkedhtmnlinearities emerging at broad scales
(Peters et al. 2007). Predicting dynamics of ce@xpglystems requires first uncovering
the mechanisms behind such nonlinearities (Denide&nuth 2009), and then their
incorporation in a coherent modeling framework (Soeat al. 2010). By blending the
virtues of experimental and theoretical biologygbét et al. 2012), recent advances are

providing increasingly accurate predictions of rdependent physiological and
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ecological processes occurring simultaneously, #duvancing our understanding of
emergent properties that would otherwise remaimcuies

The DEB model presented here represents a steprdiw our efforts to bring
data and theory together, to help illuminate keyspblogical properties and their
dependence on biotic and abiotic environmentaledsiv Given th&eystone role of
Pisaster (Estes et al. 1998, Paine 1974), insights obtalfireed this individual-based
mechanistic model can potentially shed light onaihgits at population and community
levels (Pincebourde et al. 2008, Sanford 2002Ipe@&ally when comparable models are

developed for other ecologically key players inititertidal ecosystem.
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Table 4.1Pisaster ochraceus DEB parameter values, and results of sensitinglysis.
Sensitivity is the percent change in arm lengtagat 2y divided by the percent change in
a single parameter value (10%). Analyses wereechaut usingad libitum food, at a
temperature of 13°C. Parameters with a negatiaiosl to growth are printed in bold
type. Sensitivity of parameters not estimated iBINa

Parameter Symbol ValuexSD Units Sensitivity

Primary parameters

Half-saturation coefficient X, 13.9+2.3 mussel th ~ -0.01
{pAm}

Maximum surface area-specific 43.2+4.1 Jdcm? 0.20

assimilation rate

Energy conductanée v 0.04+0.01 cmd 0.07

Fraction of energy used for k 0.58+0.07 - 0.11

somatic maintenance and grotth

Volume-specific cost of [pM ] 40.43+1.41 Jdem? -0.14

maintenance

Volume-specific cost of [pVM] 11.5+2.74 Jdem?® 0.00

maintenance during starvatfon

Volume-specific cost of structiufre [EG] 2743+97.22 J ci 0.00
. . EP

Maturity at birtHf H 0.012+4.8x1d  J -0.03

j

Maturity at larval settlemeht EH 100+4.21 J 0.00
. EP

Maturity at pubert§/ H 13.9x16+99x1¢F J 0.00

Shape coefficient of larvae 5|v| v 0.959+144.56 - 0.00

Post-metamorphic shape 5M 0.52+0.03 - -0.09

coefficient
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Maturity-maintenance rate
coefficient

Temperature dependence
Arrhenius temperature

Lower limit of tolerance rande
Upper limit of tolerance range
Arrhenius temperature at lower
limit®

Arrhenius temperature at upper
limit®

Reference temperattre

Conversion parameters
Density of structure
Weight-energy coupler for
reserve

Molecular weight of reservés

Chemical potential of reserves

PEe

We

He

2.9x10°0.018

6000+335

280

297

31000

190000

293

4.35x10°

23.9

550

gcm
gJt

g moft

kJ mot

0.00

-0.02

-0.99

0.00

0.01

0.00

NaN

NaN

NaN

NaN

NaN

! Estimated directly from data.

“Estimated using covariation method (DEBtool).

3Estimated using grid-search.

“Kept fixed.
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Somatic maintenance

--------- » Growth overhead

Food —

~ .......................... .» Reproduction
l overhead

Eggs
or sperm cells

Assimilation overhead

Maturity maintenanc

Figure 4.1.Schematic representation of standard Dynamic Brnguglget model.

Arrows represent energy fluxes (3)dhat drive the dynamics of the four state vagabl
depicted in boxes (Reserve, Structure, Maturatod, Reproductive Buffer). Energy

enters the animal as food, and then assimilatadzmapA into Reserves. Mobilization

rate, f’c, regulates energy fluxes to cover the demands fmmatic maintenancé?M,
structural growth ¢, maturity maintenance?s , maturation,”’r (immature

individuals), and reproductiod.’,R (mature individuals). The parameter kap&fa) s the
proportion of mobilized energy diverted # and Pc, while the rest (1 K) is used for

P; andPx. Formulations explaining these fluxes are givethe Appendix B.

Overheads associated to assimilation, growth gmdeiction arise due to
thermodynamic inefficiencies when transforming bestw substrates.

135



1.0 7 o  Observed ° °©
—— Predicted

0.8

0.4 —

Scaled Feeding Rate

0.2

I I [ I I I
0 10 20 30 40 50

Prey density (Mussels m'2)

Figure 4.2 Scaled feeding rate as a function of prey dens€tgserved values (circles)
and projection (line), based on a type Il feedungctional response (Appendix B, Eq. 1),
are shown for mussels with 2-cm shell length. @$tmated value for the half-saturation

parameterxx was 13.9+2.3 (Mean+1SD) mussel€.m
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Figure 4.3Temperature sensitivityObserved values (circles) represent relative values
of oxygen consumption and feeding rate (coldesptrature treatment) determined at a
range of water temperatures from 278 to 299K. [irfeeof best fit was obtained by first

estimating Arrhenius temperatur-&,, and then running a grid-search to find the
combination of parameter values or (lower limit of tolerance rangeil,_H (higher limit

of tolerance range)TAL (Arrhenius temperature at lower limit), ae (Arrhenius
temperature at higher limit) that minimized the RIMISetween observed and simulated
data.
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Figure 4.4Body wet weight in WN) relation to arm length l(vv ). Observed values are

3
shown as dots (N=457 individuals). By fitting ubrquationWW Gy - Lw) , we

estimated the post-metamorphic shape coefficiémt)( The estimate was then
optimized through the covariation method (DEBtowiglding 0.52+0.03 (Mean1SD).
The trajectory described by this model is showa hse crossing the cloud of points
below their center, thus better representing tmrdaution of structure to body weight.
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Figure 4.5Larval growth from O to 27d after birth. Birthesnsidered as the day when
larvae begin feeding. Laboratory data (from (Gedt§99)) are shown as dots. The line
comes from a Dynamic Energy Budget model simula@ssumingad libitum food and
12°C water temperature. Root Mean Square (RM®y,evtean Absolute Error (MAE),
and Mean Absolute Percent Error (MAPE) are shown.
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Figure 4.6 Post-metamorphic change in arm length over tinte@atwater temperature
treatments.Laboratory data fromad libitum feeding experiment (from (Sanford 2002a))
are shown as dots. Solid symbols and black lindrane 9°C treatment, open symbols
and grey line are from 12°C treatment. Dotteddiare DEB predictions, grey levels as
above.
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Figure 4.7 Post-metamorphic change in wet weight over time eesult of complete
starvation.Each panel shows data for a different individuadboratory observations
from long-term starvation trials are shown by dmtd solid lines. Triangles and dotted

lines are DEB predictions using the value for par@r[pVM] that minimized the RMSE

between observed and predicted data. The mede six estimates pr VM], 1153 d
cm®, was used in the DEB model.
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Figure 4.8 Post-metamorphic change in arm length and wet weiggr time since larval
settlement.Panel A illustrates arm length, and B wet weigtdboratory observations
(from citation [31]) are shown as dots. Food was/jgredad libitum, and water
temperature kept at 14.5°C, in accordance to teeage reported by Feder (1956). Grey
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lines are results of 1000 Monte Carlo DEB simulagiowvhich simultaneously sampled
parameter values from normal distributions withapaeter means and standard
deviations (Table 4.1). Black line is DEB simulatiosing mean values for all parameters
(Table 4.1). Root Mean Square Error (RMSE), Measdute Error (MAE), and Mean
Absolute Percent Error (MAPE) are relative to teE>simulation that used mean
parameter values.

143



. Gonads
1500+
Reserve
Structure
—~ 1000
(=]
=
2]
(2]
©
=
>
°
@
5004
0]
200+
—~
(=]
-
2]
(2]
©
=
>
S 1004
@]
m
04

0 500 1000 1500 2000

Time (d)

Figure 4.9Change in wet weight under abundant food versusattan. Values are
results of DEB simulation using mean parameteresht a temperature of 13°C. Wet
weights of gonad (black), reserve (dark grey), stndcture (light grey). Panel A is
trajectory with foodad libitum, and B is trajectory during complete starvation.
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CHAPTER 5

CONCLUSION
Predator-prey interaction systems are key compsradntatural communities, which can
determine their dynamics and the state of ecosys(&istes & Palmisano 1974, Paine
1974). The ecological processes occurring at hilghvels of organization can be traced
down to the organism. Therefore, understanding th@xenvironment impacts predators
and prey can help predict ecological processeghthlevels. Such a mechanistic
understanding is especially relevant in an erangbing and increasing climate change
(Helmuth et al. 2006b, Parmesan & Yohe 2003), wamurate predictions are required
by stakeholders and decision makers whom direethebit from the various ecosystem
services (CCSP 2009, Hoegh-Guldberg & Bruno 20RGQ 2007).
Much of the ecological theory available today hasrbdeveloped within the rocky
intertidal. Given the steep gradients in biotid abiotic factors one can find there,
investigators can readily test complex ecologitemmena that take place within a few
meters (Benson 2002). Among the best-studied ppegaey systems is the interaction
between the predatory sea $asaster ochraceus and its main prey the musdéitilus
californianus. Because of the keystone roleRigaster and the fact thatiytilus acts as a
dominant competitor, numerous investigations haeeged on the ecological
consequences of this interaction (Paine 1966, P&iié, 1976). Recent work has begun

exploring how environmental drivers may influencelegical dynamics by indirectly
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regulating the interaction strength between theseiss (Pincebourde et al. 2012,
Pincebourde et al. 2008, Pincebourde et al. 20@8fo&d 1999). Stemming from this
work, the general goal of my dissertation was tplawe aspects of behavior and
physiology that may play important roles in contng this interaction.

Chapter 2 (“Size-dependent intertidal height aridge use in the keystone
predatorPisaster ochraceus’) aimed to examine detailed aspects of microh&bia in
Pisaster. While Mytilusis normally found on the mid to high intertidaftem exposed to
the elements (solar radiation, wind speed, waveot)Pisaster moves between
exposed and protected (e.qg. tide pools, crevigedenalga canopy) microhabitats.
Because the intertidal may offer dramatically diéf& conditions depending on where an
ectotherm might be located (Denny et al. 2011, Beabal. 2011), knowing where sea
stars are found would give a more detailed pictditdde body temperatures experienced
in situ, and the resulting physiological, and potentiglbpulation level, consequences.
Furthermore, in this chapter | placed particuléeration on the size-dependent
distribution patterns displayed Bysaster, and how they varied in time and space.

| found that at both sites analyzed, Bodega aran®ierry Hill, mostPisaster
individuals were found protected in refugia duriag tides, as had been previously
reported (Burnaford & Vasquez 2008, Fly et al. 20112additionally learned that this
risk-avoiding strategy does not vary much with tiraed it takes place despite the
seemingly benign thermal conditions animals wowdehbeen experiencing if located in
exposed microhabitats or higher on the shore. pfbportion of sea stars found
protected was higher at Bodega than Strawberry Hallso found that, for sea stars

found in refugia such as tide-pools or crevicesalsmdividuals were located higher on
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the shore than large ones. This size-dependenrtidgdl height (SDIH) pattern was not
detected for individuals found exposed outsidesiigia. While variables such as solar
radiation, air temperature, and body temperature \pesitively related with the
proportion ofPisaster found protected, no environmental variable seetoexkplain
SDIH. Concomitantly, lab experiments revealed thz¢-dependent sensitivity to
temperature and desiccation did not help explardiktribution patterns either. These
data suggested thBisaster distribution patterns are not immediately drivertie
environmental variables examined. However, givamdars’ persistent risk-avoiding
behavior, the data seems to support the idea shidst 6ptimal is optimal” (Martin &
Huey 2008). This idea posits that ecotherms’ npaformance is higher when
maintaining body temperatures lower than what migghtonsidered optimal. The tenets
for this are: (1) thermal performance curves ayenasetrical with a strong tipping-point
close to the optimal temperature, and (2) as inggethermoregulators, ectotherms might
not respond fast enough to changes in body temperathich may lead to critical
temperatures. Given the highly thermally heteregess intertidal environment, it is
conceivable thaPisaster favors refuges to prevent potential exposurexti@me events.
In Chapter 3 (“Thermal sensitivity and behavioerin driving an intertidal
predator-prey interaction”) | proposed a novel apph for exploring the direct effects of
temperature on both the predaisaster and its preyWytilus, as well as the indirect
effects on their interaction, based on the estiadtiSrameworks of environmental stress
models (ESM) (Menge & Olson 1990, Menge et al. 2002nge & Sutherland 1987)
and thermal performance curves (TPC). In partictlas chapter asked: which species

would be more greatly affected by environmentass?
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Although Petes et al. (2008b) had previously askedquestion using the same
model species, their methods lacked ecologicalsmeal Their approach involved field
caging experiments that deliberately allowed tgstor the effect of an environmental
thermal gradient on individuals’ performance, bointentionally constrainelisaster
ability to naturally move about the intertidal. ug) while very informative, results
obtained from these efforts might have yielded inex conclusions. As an alternative,
by using thermal performance curves, body temperatcords collected via biomimetic
temperature loggers, and observationBisfster microhabitat use, | was able to assess
thermal performance indirectly, thereby circumvegtihe caging problem.

First, describing thermal performance curves alibe@mparing temperature
sensitivities between species, aquatic/aerial ¢mmdiand sites. Thermal sensitivities
appeared related to the body temperatures orgamispesience in their habitats. For
example, the paramet&k (Arrhenius temperature) was lower for the site nghsody
temperatures fluctuated the most. We argue tharithermal sensitivity would provide
organisms with a physiological buffer against ils®d temperature variability, and
reduce the risk of reaching critical temperatuvdsch has indeed been observed in
many species inhabiting thermally variable envirenits (Kooijman 2010).

Second, using this curves in combination with fietdly temperature records, we
calculated mean relative thermal performance fdin Bpecies. This analysis revealed
that, contrary to previous accountytilus exhibited a lower thermal performance than
Pisaster. Within the ESM framework, this means that thetegn behaves as a prey stress
model. From here, we could speculate about tleedfatocky intertidal communities

given, for example, increased pressure by climasmge. One could hypothesize that
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further temperature increases will raise thermdigpmance of both species; however,
becausd, is greater foPisaster thanMytilus, predation pressure should increase
relative to levels observe today. When evaludtegrole of behavior, | found no effects
of including movement between microhabitat®isaster mean thermal performance.
This was partially because there were little dédfezes in potential body temperatures that
Pisaster would have experienced in those microhabitatslavia. The latter in turn, is
likely due to another behavior exploited Bigaster to maintain body temperatures;
namely, its ability to incorporate seawater insodbelomic cavity during high tides,

which buffers temperature fluctuations during sujosat low tides (Pincebourde et al.
20009).

And third, | paired these indirect calculationgleérmal performance with direct
measurements of overall physiological conditiondfpmass index) and a marker for
extreme thermal stress (heat-shock proteins 70kDagse data suggested that both
speciedPisaster andMytilus are more responsive to extreme thermal conditiozus to
the means. Notably, however, both species appraped either physiologically or
behaviorally to cope with current levels of therrsiess.

Predicting ecological dynamics as a function ofggemature requires more than
simple analyses of organisms’ overall thermal sestses. Their fithess depends on
underlying physiological processes that can beuraedtby energy budget models. In
Chapter 4 (“A Dynamic Energy Budget (DEB) model floe keystone predat&isaster
ochraceus’), | described a DEB model fétisaster, the first one published for an
echinoderm (Monaco et al. 2014). The model pararaetstimated allowed

characterizing individual sea stars’ growth thromgghontogeny, including larvae,
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juvenile, and adult. The model also captured &lage that takes place when food supply
is limited to a point where somatic maintenanceiregnents cannot be fulfilled.

Including this feature in the model was especiatigortant because it underpins the
ability of Pisaster to cope with conditions of food scarcity (Sebe@87), which are
common in many sites where this species is fourab({@e 1999). Additionally, because
the parameterization included functions for a fagdunctional response and a
temperature response, the model was suited withlihi¢y to deal with combined effects
of changes in temperature and food availability.

This DEB model provides a baseline for future ¢fa@o better understand the
physiological underpinnings of tlisaster-Mytilus predator-prey interaction. Since we
already have a model for the prey (Matzelle e2@14), a natural next step could be to
first pair them and test their ability to captuggndmics observed in the field, and then
make projections of population level processessscgeographical scales in a climate

change context.
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APPENDIX A

EFFECT OF ENVIRONMENTAL VARIABLES ONPISASTER SIZE-DEPENDENT
INTERTIDAL HEIGHT

Results of multiple regression analyses (conduittemigh generalized linear models,
GLM) to test the effect of environmental variab{as temperature, solar radiation,
seawater temperature, wind speed, and wave h&gisaster size-dependent intertidal
height (SDIH). The significance of parameter eaties was computed via Likelihood
Ratio Tests (LRT) using Type Il sums of squarele @nalysis was run separately for
individuals found exposed and protected.

Variable/ Estimate Std. Error ¥ df P-value

Refuge use

Protected individuals

Solar radiation 2.7%1%  6.3*10° 019 1 0.66
Air temperature 6.9*16 1.3*107 028 1 0.59
Wave height -3.7*18 9.5*10° 016 1 0.69
Seawater temperature -1.310  1.4*107 001 1 0093
Wind speed -1.6x16  7.8*10° 004 1 0.84

Exposed individuals

Solar radiation -5.4*1® 6.2*¥10° 076 1 0.38
Air temperature 8.4*16 1.4*10% 033 1 056
Wave height -2.8*18 1.0*10? 007 1 0.78
Seawater temperature 1.940  2.1*10? 089 1 0.35
Wind speed 4.0%16 8.7*10° 021 1 065
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APPENDIX B
GENERALIZED DEB MODEL STRUCTURE
This section will describe some basic features sthadard DEB model (for deeper
discussions of the fundamentals behind the themey(iKooijman 2010, Kooijman et al.

2008)). Standard versions of DEB models concejytdéscriminate between the state

variables energy reservE, (J), structural volumeY (cm®), and maturation!EH (J).

Once the threshold of puberty has been reachedtate variable reproductive buffer,

Er (J), can be included. Reproductive buffer accotortsariability in the reproductive
potential of mature individuals. The mass of agaoism at any given point in time is
defined by the contributions from reserve, struetand reproductive buffer. Maturation,
in turn, is understood as energy or mass thatpdisss in the form of heat or metabolites
as the organism increases its maturity; therefbige state variable does not contribute to
total mass. A chief assumption in standard DEB e that the biochemical
composition of reserve and structure are constantsrong homeostasis assumption).
Although the state variables cannot be measuredttiiy their dynamics are fully
described by a set of equations that will ultimatdiaracterize an organism’s
physiological condition (Sousa et al. 2008).

Before defining the processes that govern an iddalis physiological condition,
it is worth elaborating on how DEB theory dealshaitatters of size and shape.

Assuming that the organism’s shape does not chaitbegrowth (i.e. isomorphy), the
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model relies on structural length (cm), rather than physical Iengf‘l'vv (cm), to
provide a measure of size. Structural length éfqured because (1) it only relates to
structural volume discriminating between contribos from other state variables, and (2)

it is not affected by the organism’s shape, thusifiag inter-species comparisons

(Kooijman 2010). The DEB parameter shape coefiictd (dimensionless) serves to

translate physical measurements taken from sonteseptative length (e.g. arm length)

to structural Iength.L =0w - Lw, In the model, structural length defines all pblgsyical

processes proportional to area or volume. Thetemsadescribing surface-area related
. 2 . .
processes are expressed in termé ofcnt), while those proportional to volume are

. 3 o . . .7
expressed in terms df (cnt). All rates (unitst) are written with a dot as if4. Al
surface-area specific quantities (unité) lare written in curly braces as {J?Arn} . All

volume-specific quantities (units3. are written in square brackets as[ml].

Energy reserve changes as the organism acquirds BB theory makes use of
a scaled version of Holling’s type Il functionabponse model (Holling 1959),
(dimensionless), to account for the effects of fagdilability, X (resource density, 2-cm
shell length musselsf, on feeding and assimilation flux. The amounénérgy

entering the body is assumed to be proportiontid¢surface-area of the structural
volume, i.e.|—2 (cnf). Thus, as the organism forages the energy dssimithrough the

gut, P4 (3 dY), can be described by:

f
. . 2
pA:M'{pAm}'L f W|th X+XK (6)’
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where{pAm} is a DEB parameter known as maximum surface greeHtc assimilation

rate (J & cm® and M is a shape correction function (dimensionless)amed in the

main text (Eqg. 1). The parametéf« represents the half-saturation coefficient or
Michaellis-Menten constant (resource density atcWlieeding rate is one half of its
maximum value) (Saraiva et al. 2011). The prooésssimilation is not perfect;
inefficiencies in transforming energy from foodarenergy reserve determine that a
fraction of the available energy is dissipated.

The energy stored as reserve is balanced by ath#tabolic needs of the organism,
including growth, development (i.e. maturity), reguction and maintenance (structural
and maturity) (Sousa et al. 2010), as well as byethergy dissipated through the

processes of growth and reproduction. The totatggnallocated for those needs is

known as utilization qux,pc (J db. Both the assimilatiods and the utilizationPc

fluxes define the dynamics of the resefize

dE_ . _;

r Pa—Dc @
M- |E |- L+

pc:E~ V[ G] Py

K-E+[E,|- L ®)

where three DEB parameters are introduced; enengguctance) (cm db), volume-

specific cost of structure[,EG] (J cm®), andX (dimensionless, explained below). The

equation for estimatiné"c has been derived assuming that reserve derLgly:, EIV

(J cm®), follows first order dynamics — i.e. the ratedefcrease of reserve density is

proportional to the amount of reserve density (@anMeer 2006). Notably, this aspect
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of DEB theory offers a mechanism for filtering tbiects of highly variable

environmental conditions, thus suiting the organvgith a homeostatic capacity. In

depth explanations of the formal derivationsf can be found in Kooijman (2010) and
Jusup et al. (2011).

The utilized energy is then distributed among tetaiolic processes — somatic
maintenance?» (J d), structural growthPs (J d%), maturity maintenance?s (J dY),

and maturation or reproductive buffé?Is (3 dY (Fig. 1). The long-standing problem of
allocation has been solved by DEB theory via theatedkappa (K) rule (Kooijman
1986, 2010). The paramet&r amounts to a fixed fraction of energy utilizedrfrthe
reserves that goes to somatic maintenance andyrtvet former having absolute
priority over the latter. For ectothermic organssresomatic maintenance amounts to the
energetic costs associated with the turnover atsiral proteins and the maintenance of
metabolite concentration gradients across cell man@s. Since all these costs are

proportional to structural volume, somatic mainteseacan be described by:
Py = [PM]‘L3 (9),

where[p M] is a parameter known as volume-specific somatioteaance cost (J'd

cm®). Due to the priority given to somatic mainterarite energy derived to structural

growth can be calculated frofs =X Pc = Pu . Growth is understood as a change in
structure (excluding dynamics in body size duduotéiations in energy reserve and
reproductive buffer), which can be described bg@puet al. 2011):

db _ 1 pq
dr 3.1’ [E,]

(10).
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Note that equation 5 includes the parameter volapesific cost of structur[aEG] to
account for the cost of converting energy from ineséo structure (including tissue
production and anabolic overheads). This formatais equivalent to the traditional von

Bertalanffy growth equation (Von Bertalanffy 195®hose parameter von Bertalanffy

growth coefficient,fB (0 describes the decreasing rate at which indiviltedch their

L

ultimate size— resulting from the balance between food assimiteéind somatic

maintenance (Sousa et al. 2010, van der Meer 2d0@thermore, this mechanism is

1 [pM]
73 ke B 4 [E]
incorporated in DEB theory’s formulation for thiarameter; K-S LB G
. The validity of this formulation has been confed by successfully modeling the
growth trajectories of many taxa reported in therditure (see Kooijman 2010 for

details).
The utilized energy not going to somatic mainteeaaucd grovvth,pc '(I_K), is
channeled to cover costs of maturity maintenaﬁae,and either increase the level of

maturity or fill up the reproductive buffeP,R; energy allocated to maturation is assumed

to increase from the age at birth until pubertjeraivhich the available energy is directly

used for building-up the reproductive buffer (Fi. Maturity maintenancel?l A db,
which accounts for the maintenance of increasedot®xity attained throughout

development, is assumed proportional to the lekelaturity and can be modeled by:

P, :kj -E, (11),
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where the parameté?J represents the maturity maintenance rate coeffi¢i#'). Once

p
puberty is reachedE(H £ EH), maturity maintenance becomes constant. Knowieg t

energy allocated to maturity maintenance, the dyocsuof P can be tracked through:
Pr :pc'(l_K)_pJ (12).

While Pr is equivalent to the rate of change of the maitumagtate variable (i.Q.EH /dt)

before puberty, it describes dynamics of the repectide buffer state variable (i.e.

dER/dt) after puberty is reached. Gonadal tissue is $iyathetized from the

reproductive buffer. The efficiency of turning eege energy into eggs or sperm is

determined by a reproductive efficiency coefficiéﬁﬂt We refer to the maturation state
variable to determine the level of maturity at g@men point in time, as well as the
timing of transitions between developmental stagesplicitly relying on the state
variable maturation liberates the model from havmmgse size as a metric for
developmental stage. This feature is particuleelgvant for species that can grow or
shrink indeterminately, such as sea stars (Fe@&6;1Sebens, 1987).

Physiological rates are temperature-dependentheed to be corrected
accordingly. DEB models make use of the Arrhen@liationship to describe the

influence of body temperature on physiological saieer the range of temperatures
where enzymes can be assumed to be active, deliimjtéhe parameter-gL (K) and Ty

(K). The paramete-rrA, known as Arrhenius Temperature, allows captutivegthermal-
sensitivity of the organism within these margidsove and below the thermo-tolerance

window enzymes become inactive, leading to a dechrphysiological rates, which can
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be traced by the paramete-FSL and TAH, respectively (Freitas et al. 2007, Sharpe &
DeMichele 1977). These five parameters fully defam organism’s thermal performance

curve, in accordance to the formula:

-1
k(T):klexp &_Q . 1+eXp T;AL_T;AL +eXp Tﬂ_Tﬂ
T, T T T, T, T
(13),
where k(T) is the value of the physiological rate at a gibedy temperaturd (K), and
k

1 is the known value at a reference tempera-llf;r@().

Finally, DEB models explicitly acknowledge the dgisce of overhead costs
associated with processes where energy-conversgbficiencies between different
compartments are observed. Such overhead codtsdlto assimilation, growth, and
reproduction (Fig. 1), translate to energy losgehié form of heat and metabolites

(Kooijman 2010).
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