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The 5-GHz Airport Surface Area Channel—Part II: Measurement and Modeling Results for Small Airports

Indranil Sen, Member, IEEE, and David W. Matolak, Senior Member, IEEE

Abstract—This paper describes results from a channel measurement campaign performed at several small airports in the U.S. in the 5-GHz band. This paper is a companion to another paper, which describes channel models for large airports. We classify the small airport surface channel into three propagation regions based upon different delay dispersion conditions. The channel characteristics of these regions in the delay and frequency domains are discussed with examples. We provide empirical stochastic channel models (of different bandwidths) to accurately represent the channel on the airport surface area for all propagation regions. The models are provided in the form of tapped delay lines, and complete statistical tap descriptions are given. Several key observations, including the presence of severe amplitude fading, some correlated scattering, and statistically nonstationary behavior, are also discussed.

Index Terms—Channel impulse response (CIR), fading, radio propagation.

I. INTRODUCTION

As the 21st century proceeds, the number of people using airplanes has been dramatically increasing. It is a priority of major airlines to provide improved and affordable air travel. Air-freight activities have also been increasing. The increase in the demand for air travel affects organizations such as airlines, transportation and security groups, and catering agencies that work within the airport surface boundaries. The activities of these organizations need to be well coordinated, and additional communication services will be needed to ensure efficiency, safety, and security [1]. The number of small aircraft (personal and business) has been increasing as well.

As noted in [2], with an increase in the number of airplanes, there is decreased spectral resource availability in the near-saturated aeronautical very-high-frequency (VHF) band. This creates an urgent need to consider other available spectral regions for new applications. In view of this, the National Aeronautics and Space Administration’s Glenn Research Center’s Advanced CNS Architectures and Systems Technologies (ACAST) program was conducted to begin investigations to improve airport surface communications [3]. Another option being researched is the optimal usage of existing (VHF) spectrum. Under this, relatively new and popular multicarrier modulation techniques have been proposed in [4].

In addition, as described in [2], the aeronautical frequency band from 5.091 to 5.15 GHz—the “microwave landing system extension” band (E-MLS)—is currently underutilized in much of the world and is expected to remain so. Thus, this band is attractive for development and deployment of new short-range wireless systems [5].

In [2], we described pertinent related references for the aeronautical and airport surface channels [6]–[10]. Throughout this paper, see [2] for underlying theory and details, and in this second part, we highlight the key and distinguishing features germane to small airport surface area channels. We include discussions of propagation area classification, channel parameters, etc., as needed to maintain clarity and keep this part mostly self-contained.

To motivate our work, we note that the MLS band carrier frequency allows for the use of wider channel bandwidths than at VHF, and hence, wideband stochastic models are needed. Other than [10], all cited work for the airport surface channel has either been narrowband, restricted to line-of-sight (LOS) conditions, or deterministic, further motivating our work.

For our research on the “ground-to-ground” (GG) airport surface channel, we are interested in the areas that include only the “taxi” and “parking” scenarios from [10]. The models proposed in [10] are based on analogy with corresponding terrestrial cellular regions (e.g., urban and rural). To the best of our knowledge, [10] is the only existing work for wideband GG channel models at airports. The underlying assumptions (based on cellular models) and limited use of corroborating empirical data further warrant development and use of our new models presented here and in [11].

We completed a measurement and modeling campaign to characterize the airport surface channel in the E-MLS band. The first part of our results is presented in [2], which covers channel models for large airports. In this paper, we concentrate on the smaller general aviation (GA) airports. Section II summarizes measurements, Section III describes channel models, and Section IV contains conclusions.
II. MEASUREMENT SUMMARY

A. Airport Descriptions

GA airports are generally used and frequented by aircraft that are much smaller than those encountered at larger (i.e., medium or large [2]) airports. Aircraft commonly seen at GA airports are single- and twin-propeller aircraft. For our measurement campaign, the choice of airports was based on accessibility and geographic location. The first set of measurements was made at the Ohio University (OU) Airport. Fig. 1(a) shows a view from the “crow’s nest” on the roof of a hangar at the OU airport. We used the “crow’s nest” as the transmitter location since it was the tallest accessible structure at the airport. The OU airport has only a few buildings on the airport property, including buildings that belong to the OU School of Aviation, the Avionics Engineering Center, and the airport terminal itself. In addition to these buildings are hangars and equipment sheds. Some of these structures are visible in Fig. 1(a). Measurements on the OU airport were made during February and March 2005. Another feature for the OU airport is the proximity of U.S. Route 33 on one side of the airport perimeter. The presence of vehicular traffic on this route sometimes caused long delay multipath components.

The second set of measurements was made at Burke Lakefront (BL) airport in Cleveland, OH. The proximity of BL to downtown Cleveland, with Lake Erie on the other side, created an interesting geographic location. Some long delay multipath reflections from the large downtown buildings were observed. In fact, the majority of the scatterers at BL were concentrated on the downtown side of the air traffic control tower (ATCT). As with other GA airports, BL has a few buildings on the airport property and is used by smaller airplanes. The measurements at BL were made at the end of March 2005. Fig. 1(b) is an example photograph taken from the BL ATCT. The measurement vans, Lake Erie, and some of the parked airplanes can be seen in this picture, with our receiving measurement van seen moving on the runway.

The final set of GA airport channel measurements was made at Tamiami (TA) airport, Kendall, FL. The TA airport is among the biggest GA airports in the U.S. At TA, we were unable to place our transmitter on the ATCT and, instead, used the roof of an instrument landing system (ILS) shed as the transmitter location. Due to the relatively low height of the ILS shed (approximately 4 m), larger airport surface area, and larger number of airplanes on the surface, our TA channel has a scattering geometry that is significantly different from the other GA airports. Fig. 1(c) is a photograph of the airport surface area taken from the ILS shed, in which the ATCT, some hangars, and quite a few aircraft parked on the surface can be seen. The TA airport also has a service road that runs on the outskirts of the airport property. Fig. 2 provides a diagram of the measurement route taken at TA. The numbers within the circles are the locations that designate starting/stopping points on the airport surface. As with the large airport measurements, the travel route selection was made to ensure coverage of all possible airport surface locations to sample all the different signal propagation conditions. To account for effects of transmitter location on channel characteristics (at large airports), we developed additional models [11], [12].

The main differences between the GA airports and the large/medium airports described in [2] are the smaller height of the ATCT (the ATCT height for BL is $\sim 15$ m, and that for OU is $\sim 10$ m), the smaller airport surface area, the smaller plane sizes, the smaller size and number of buildings on the airport property, and a generally smaller number of ground vehicles that are present on the airport surface. Link distances were less than 2 km. Due to these differences in the physical environment, it is obvious that separate GA airport channel models are warranted. In the following sections, as we discuss measurement results, we highlight other salient differences in the fading characteristics encountered at the small and large airports.

B. Equipment Description and Data Preprocessing

Our data collection method is similar to the one described in [13] and [14]. We use a fairly wideband channel “sounder” with 20-ns delay resolution: It is a modified version of the “Raptor” spread spectrum stepped correlator by Berkeley Varitronics.
This sounder enables measurement and subsequent statistical characterization of the channel impulse response (CIR) and propagation path loss. For more details regarding the test equipment, see [3] and [11]. The sounder measurements suffer from inherent systematic errors, a discussion of which is presented in [16]; as we note in [2], these errors are inconsequential for our measurements.

Data preprocessing to account for the channel sounder’s autocorrelation and for noise is also described in [2]. The thresholding method that we used for noise reduction is the same as that in [17]. The thresholding ensures that the probability of mistaking a noise spike for an actual channel impulse is approximately $10^{-3}$ for any given power delay profile (PDP).

The antennas used for the measurement campaign were omnidirectional monopoles, above ground planes (with radome), and have gain $\sim 1.5$ dBi. The PDP readings were logged in a laptop computer, which is connected to the sounder receiver unit via a serial RS-232C port. In addition, both the transmitter and receiver units have GPS receivers and antennas, which can be used for distance determination.

C. Region Classification and Collected Data Summary

As with the airport size classification, we have classified the airport channel regions into a set of three as follows: 1) LOS-Open (LOS-O); 2) NLOS-Specular (NLOS-S); and 3) NLOS. For these three regions (the same as used for the large/medium airports [2]), the LOS-O areas are those that are clearly visible from the ATCT, with no significant scattering objects nearby, e.g., runways and some taxiways. The NLOS-S regions represent the regions in between the other two and exhibit mostly NLOS conditions but with a noticeable, often dominant, specular, or first-arriving component in the PDP, in addition to lower energy multipath components. The NLOS regions represent areas of the airport that have a completely obstructed LOS to the ATCT.

One of the most popular methods of quantifying channel time dispersion is the root mean square delay spread (RMS-DS). The RMS-DS for a PDP is calculated in the usual way [18] as

$$\sigma_{T} = \sqrt{\frac{\sum_{k=0}^{L-1} \alpha_{k}^{2} \tau_{k}^{2}}{\sum_{k=0}^{L-1} \alpha_{k}^{2}}} - \mu_{T}^{2}$$

(1)

where the $\alpha$’s and $\tau$’s are the amplitudes and delays, respectively, of the measured multipath components, and the mean energy delay $\mu_{T}$ is given by

$$\mu_{T} = \frac{\sum_{k=0}^{L-1} \alpha_{k}^{2} \tau_{k}^{2}}{\sum_{k=0}^{L-1} \alpha_{k}^{2}}.$$  

(2)

We use the RMS-DS to separate the PDPs into different regions. Figs. 3 and 4 show histograms for the RMS-DS collected at BL and TA. The following two things stand out: 1) the presence of multiple propagation regions (non-unimodal probability density functions) and 2) the higher dispersion at TA.

Based upon a visual inspection of the BL scattering environment, the portion of the BL airport surface area with NLOS conditions was small; these observations are corroborated by the RMS-DS distribution, which shows a relatively small fraction of large RMS-DS values. Thus for BL, we have only LOS-O and NLOS-S regions.

For TA, due to the reduced transmitter height and a much larger airport surface area, TA has two distinct regions: 1) NLOS-S and 2) NLOS. Table I shows the number of PDPs collected at the different airports for different regions. We also provide values of RMS-DS used as thresholds to distinguish

<table>
<thead>
<tr>
<th>AIRPORT</th>
<th>TOTAL # PDPS</th>
<th>NLOS ($\sigma_{NS}$, NS)</th>
<th>NLOS-S ($\sigma_{NS}$, NS)</th>
<th>LOS-O</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL (1108)</td>
<td>—</td>
<td>652 (125)</td>
<td>—</td>
<td>256</td>
</tr>
<tr>
<td>OU (908)</td>
<td>—</td>
<td>1,108</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>TA (5203)</td>
<td>2,248 (500)</td>
<td>2,955</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
TABLE II

SUMMARY OF MEASURED RMS-DS VALUES FOR THREE AIRPORTS

<table>
<thead>
<tr>
<th>AIRPORT</th>
<th>RMS-DS (NS)</th>
<th>MIN; MEAN; MAX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NLOS</td>
<td>NLOS-S</td>
</tr>
<tr>
<td>BL</td>
<td>—</td>
<td>1126; 429; 44;</td>
</tr>
<tr>
<td>OU</td>
<td>—</td>
<td>14; 293; 2,416</td>
</tr>
<tr>
<td>TA</td>
<td>[502; 1,390; 2,404]</td>
<td>[15; 256; 499]</td>
</tr>
</tbody>
</table>

Table II lists summary values of measured RMS-DS: mean, maximum, and minimum. Fig. 5 shows the cumulative distribution function (cdf) of RMS-DS for the three airports. For BL and OU, the 50th percentile values are very close to 200 ns, whereas for TA, with its lower transmitter height, the 50th percentile value is closer to 400 ns. These values are much smaller than the 50th percentile values seen at medium and large airports (approximately 500–1000 ns), [2]. Only the low-Tx-elevation TA measurements yielded larger 90th percentile RMS-DS values. The steep rise of the RMS-DS cdf for OU and BL suggests that the channel is less frequency selective (than at TA), yet due to their proximity to US-33 and downtown Cleveland, respectively, there were a small percentage of higher valued RMS-DS PDPs for those airports.

To quantify the effect of channel dispersion in the frequency domain, we use the frequency correlation estimate (FCE), which is analogous to the coherence bandwidth [18]. We cannot always assume the classical wide sense stationary-uncorrelated scattering (WSSUS) environment due to nonstationarity [19] and correlated scattering (discussed subsequently). We thus use the formula from [20] to compute the FCE. In this method, time variations of different spectral components are directly cross-correlated with the time variations of the component at a reference frequency. See [2] for computation details.

Table III lists bandwidths for which the frequency correlation takes the values of 0.9, 0.5, and 0.2. The bandwidth values that we cite are associated with the smallest frequency separation for which the FCE attains the correlation value. For the NLOS case, due to our frequency resolution limit (255 points in 50 MHz for approximately 196 kHz per frequency bin), we cannot easily determine the frequency separation for which the FCE reaches 0.9. Example FCEs for the three regions are shown in Fig. 6. As expected, the width of the main lobe for LOS-O is largest, followed by NLOS-S, then NLOS.

1 As noted in [2], small changes in the values of these thresholds will not appreciably change results.

Fig. 5. Cumulative distribution functions of RMS-DS for three GA airports.

Fig. 6. Example FCEs for different GA airport propagation regions.
III. CHANNEL MODELS

In this section, we provide a discussion regarding the channel parameters that are needed to develop channel models for different regions of the GA airports. Complete channel models for two values of channel bandwidth are then presented. Unless otherwise noted, the plots, tables, and parameters pertain to a 50-MHz bandwidth.

A. Nonstationary CIR Model

For most cases in the literature, as well as in our research, we represent the channel as a linear time-varying filter that is characterized completely by its impulse response. The impulse response is defined as the function $h(t;\tau)$, which is the response of the channel at time $t$ to an impulse input at time $t-\tau$.

$$h^{(c)}(\tau; t) = \sum_{k=0}^{L(t)-1} z_k(t)\alpha_k(t)\exp\{j[\omega_{D,k}(t)(t-\tau_k(t)) - \omega_c\tau_k(t)]\} \delta[\tau - \tau_k(t)]$$

where, at time $t$, $\alpha_k(t)$ represents the $k$th resolved amplitude, and the argument of the exponential term is the $k$th resolved phase. The $k$th multipath component has a time-varying delay $\tau_k(t)$, the $\delta$-function is a Dirac delta, the radian carrier frequency is $\omega_c = 2\pi f_c$, and the term $\omega_{D,k}(t) = 2\pi f_{D,k}(t)$ represents the Doppler shift associated with the $k$th resolved multipath component, where $f_{D,k}(t) = v(t)f_c\cos[\theta_{k,i}(t)]/c$, where $v(t)$ is the relative velocity, $\theta_{k,i}(t)$ is the aggregate phase angle of all components arriving in the $k$th delay bin, and $c$ is the speed of light. The $k$th resolved component consists of multiple terms from different spatial angles $\theta_{k,i}$ received in the $k$th delay bin.

In (3), we have generalized the CIR beyond that typically seen in texts [18] to allow for 1) an “environment” classification (superscript “e” on $h$) to denote CIRs for the various airport regions and 2) a “persistence process” $z(t)$ to account for the finite “lifetime” of propagation paths. The time-varying number of transmission paths (line of sight and/or multipath echoes) $L(t)$ arises naturally from the persistence process. The persistence process is used to account for the finite “lifetime” of scatterers that contribute to the multipath components.

We model the persistence process using a first-order Markov chain. The first step in specifying the Markov process for any given multipath component (channel tap) is to identify the ON/OFF states from the data. We declare the presence of multipath in a delay bin ($z_k(t) = 1$, ON) whenever the amplitude is within 25 dB of the maximum amplitude in the PDP. Collecting $z_k$ samples across time yields a series of 1s and 0s (0, OFF), which model the persistence process for that particular delay bin. As with all Markov processes, the persistence process for any bin has an associated transition (TS) matrix and steady-state probability vector (SS). An example TS matrix for tap 5, NLOS region, is given in (4), and the corresponding tap SS vector is provided in (5). Each element $P_{ij}$ in matrix TS is defined as the probability of going from state $i$ to state $j$.

$$TS_{5}^{\text{(NLOS)}} = \begin{bmatrix} P_{00} & P_{01} \\ P_{10} & P_{11} \end{bmatrix} = \begin{bmatrix} 0.6475 & 0.3525 \\ 0.4526 & 0.5474 \end{bmatrix}$$

For CIR modeling, we obtained the SS elements for tap persistence as the “fractions of time” that the multipath components are either present ($z_k(t) = 1$) or not ($z_k(t) = 0$), directly from all the PDP data of a given region; the TS elements were similarly empirically derived. The persistence process is different from the small-scale fading process due to the longer memory associated with the persistence process. The parameters of the persistence process are mainly influenced by the physical dimensions of the scatterers and reflectors, the velocity of the transmitting and receiving platforms, etc.

Fig. 7 shows the measured tap probability of occurrence ($Pr[\text{ON}]$) versus tap index (20 ns), illustrating the strong similarity of NLOS-S statistics for the three different GA airports. Least-squares curve fits for these probability of occurrence curves fit the general form

$$P(k) = c_0 \exp(-c_1k) + c_2$$

where $k$ is the tap index, and the $c$'s are curve fit constants. Table IV lists these constants for the airports and regions. For clarity, only one curve fit appears in Fig. 7. As expected, the tap probability of occurrence for higher index NLOS taps is greater than that in the NLOS-S case.

The time-varying amplitude associated with each tap can be modeled using different statistical distributions. The parameters for these statistical distributions for each tap are determined using all PDP data (with tap persistence $z(t) = 1$), using the maximum likelihood criterion. In general, the best fit was obtained, for the largest number of taps, using the Weibull
distribution [21]. Like the Nakagami-\(m\) model, the two-parameter Weibull density offers flexibility, i.e.,

\[
p_W(x) = \frac{\beta}{\alpha^\beta x^{\beta-1}} \exp \left[ -\left( \frac{x}{\alpha} \right)^\beta \right]
\]

(7)

where \(\beta\) is a shape factor that determines fading severity, \(\alpha = (\Omega/\Gamma[(2/\beta) + 1])^{1/2}\) is a scale parameter, in which \(\Omega = E(x^2)\), and \(\Gamma\) is the gamma function. A value of \(\beta = 2\) yields the well-known Rayleigh distribution, and \(\beta < 2\) denotes more severe fading. The number of taps changes as a function of the channel bandwidth. In Section III-B, we provide tap statistics for two bandwidths of current interest, based on contemporary communication system standards.

Table V summarizes tap amplitude statistic results with values for the Ricean \(K\)-factor for the first tap in the LOS-O and NLOS-S settings, and the range of the Weibull factor \(\beta\), across all remaining taps (other than the first) for the LOS-O and NLOS-S settings. For the NLOS setting, the Weibull \(\beta\) parameter applies to all taps. The Ricean \(K\)-factor values were computed using the ML fit to all data in all airports for the given region. The minimum values of the Weibull \(\beta\) parameter are less than two, indicating severe fading. (Rayleigh fading has traditionally been associated with the worst-case fading conditions.) Figs. 8 and 9 illustrate example probability density function fits for the first two taps in the LOS-O region, showing, for the second tap, the severe fading represented by a Weibull \(\beta\) factor less than two. Severe fading occurs in most of our regions, and some of the explanations we posit for this are listed as follows (see also [2]):

1) A small number of multipath components per delay bin [22]: possible in nearly open airport areas like BL and OU, where, for much of the airport surface, we do not have rich scattering;
2) multiple scattering [23], [24];
3) Frequent channel transitions [25], which redistribute multipath energy among components so that a given component experiences worse than Rayleigh fading.

For more details on these fading mechanisms, see [25].

### B. Models for Several Channel Bandwidths

In this section, we provide channel models for two values of bandwidth: 10 and 5 MHz. As noted, selection of bandwidth values was based upon those for wireless technologies that are likely to be used in the airport surface environment [26], [27]. For channel models for additional bandwidths, see [3] and [11].

The first step in creating the channel model is the determination of the number of taps, and this was done according to the mean RMS-DS, i.e., the number of taps \(L\) for a 50-MHz model is

\[
L = \left[ \frac{E(\sigma_\tau)}{T_c} \right] + 1
\]

(8)
where $\sigma_T$ is the RMS-DS, the “$E$” operator denotes expectation, and $T_c$ is our chip time of 20 ns. Determination of the number of taps for bandwidths of 10 and 5 MHz is done by vectorially combining five and 10 chip samples, respectively. Table VI provides the numbers of taps for several bandwidths, for the LOS-O, NLOS-S, and NLOS regions, for all three airports.

The number of taps for the channel model can also be based upon other parameters such as the maximum RMS-DS, yet for this extreme, there would be few PDPs from which to create statistics. The use of thresholding to limit the number of multipath components has also been used in the channel modeling literature [28]–[30]. As with large/medium airport results and as applies to our use of RMS-DS thresholds for propagation region classification, using a multipath threshold value larger than 25 dB resulted in insignificant changes to RMS-DS statistics (few nanoseconds), frequency correlations (less than 1 MHz), and numbers of channel taps (one or zero) [11].

The use of a threshold alone for determining the number of taps also does not take into account the relative tap energies.

Considering the fairly large number of taps required to model the channel (Table VI), finding ways to reduce this complexity while maintaining model precision was our next step in model development. After finding $L$, we reduced the number of taps based upon cumulative energy, as implied by the column headings in Table VI. Fig. 10 shows the cumulative energy as a
function of tap index for all three airports and regions. Other than NLOS for TA, the curves flatten for the higher indexed taps. Thus, by not considering some of these higher index taps, we will not substantially affect the accuracy of the developed models. The logarithmic abscissa was used simply to separate the curves for clarity.

As with tap probability of occurrence, we also curve-fit tap cumulative energy as follows:

$$C_E(k) = 1 - c_3 \exp(-c_4 k) + c_5$$

(9)

where, again, $k$ is the tap index, with the range given in Fig. 10, and the fitting coefficients are given in Table VII. Tables VIII and IX provide the channel model parameters for the small airport 10- and 5-MHz channel models, respectively. The channel tap energies have been renormalized to account for the truncation (95% energy in NLOS and 99% energy in NLOS-S) so that the sum of all tap energies multiplied by their steady-state probabilities ($P_i$) equals unity. For the specific algorithm, see [2]. The Markov chain probabilities of Tables VIII and IX are defined in (4) and (5), with the remaining steady-state and transition probabilities found from the following relations:

$$P_0 = 1 - P_1, \quad P_{01} = 1 - P_{00}, \quad P_{10} = 1 - P_{11}.$$  

The final step in developing the channel models is specification of tap correlation values. The tap correlation coefficient matrix for a given region is denoted by $R^{(\text{region})} = [r_{i,j}]$, where $r_{i,j} = \text{cov}(\alpha_i, \alpha_j) / (\text{var}(\alpha_i) \text{var}(\alpha_j))^{1/2}$ is the correlation coefficient between taps $i$ and $j$. We have computed these coefficients for short segments of travel (e.g., see Fig. 2) and over the entire set of data for a given region. Tables X and XI contain these correlation coefficient matrices, with NLOS and NLOS-S combined into one table, since only one half (upper or lower triangular part) of $R^{(\text{region})}$ is unique. From these tables, we observe generally small positive correlations ($r_{i,j}$ from 0.2 to 0.4) between some taps for NLOS cases. Some worst-case correlation values above 0.6 were also observed [11]. In [11], we also provide a method for generating correlated Weibull random variables with arbitrary values of energy and fading parameters.

IV. SUMMARY AND CONCLUSION

In this paper, we have provided empirical stochastic channel models to accurately describe the physical propagation conditions at GA airports. These models are primarily useful in evaluating the performance of communication systems that would be deployed in the 5-GHz E-MLS band.

We provided descriptions of the different GA airports and compared the differences in the propagation conditions relative to large/medium airports [2]. Measurements were made with a 50-MHz bandwidth transmitter atop the 10–15-m-tall ATCTs and a receiver that travels in a mobile van on the airport surface. The difference in the scattering geometry and in the size and number of scatterers results in less dispersion for the GA airport channel than for the channel present at large/medium airports. Representative measurement results in the delay and frequency domains were provided. The GA airport channels do have some similarities with the large/medium airport channels, including the presence of severe fading, some correlated scattering in the nonisotropic scattering environment, and statistically nonstationary behavior.

Tapped delay line channel models for different bandwidths (5 and 10 MHz) were provided for the different propagation regions encountered on the GA airport surface. Amplitude statistics for the taps were provided using the Weibull distribution, and correlation coefficient matrices to model correlated scattering were also provided. The presence of severe fading was noted, and multiple possible mechanisms that lead to such behavior were given. This severe fading can be quantified as having a Weibull parameter $\beta \cong 1.5$, which is roughly equivalent to a Nakagami-$m$ factor of $m \cong 0.7$. One key feature presented for these models is the modeling of the nonstationary behavior of the channel taps using the persistence process. The persistence processes have been modeled using a first-order Markov chain, and the transition and steady-state probability matrices were provided.
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