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near the edges, where link bandwidth is limited. Perhaps wireless links, On Localized Control in QoS Routing

with their limited capacity, will be a major reason to implement mul- o o ) o

tiple packet classes. Some wireless links, and some data streams areStihari Nelakuditi, Srivatsan Varadarajan, and Zhi-Li Zhang
time varying with large time scales. Such time variations, coupled with

the limitations imposed by large round trip times in congestion control Abstract—in this note, we study several issues in the design calized

loops, may forever insure that queuing delay, along with bandwidtf,aity-of-service (QoS) routing schemes that make routing decisions based
has to be explicitly addressed, pointing to a need for multiple packgtlocally collectedQoS state information (i.e., there is no network-wide in-
classes. formation exchange among routers). In particular, we investigate the gran-

. . N . ularity of local QoS state information and its impact on the design of local-
Our goal for fairness is the following: provide at least the same Ievg@d QoS routing schemes from a theoretical perspective. We develop two
of satisfaction to throughput sensitive users when there are two pacikebretical models for studying localized proportional routing: one using
classes as when there was only one class. An interesting questiofiigdink-level information and the other using path-level information. We

P ; : P mpare the performance of these localized proportional routing models
how we can accommodate a multidimensional QoS profile within tri/ﬁvél)th that of a global optimal proportional model that has knowledge of the

notions of network-wide fairness. Another question is how to implégohal network QoS state. We demonstrate that using only coarser-grain
ment congestion pricing for multiple class networks. Progress in thpath-level information it is possible to obtain near-optimal proportions. We

direction was recently reported in [5] and [11]. then discuss the issues involved in implementation of localized proportional
In practice, the expectations and requirements of network usersr%lt'ng and present some practical schemes that are simple and easy to im-
! plement.

most always involve delay and loss, whether or not explicitly stated in
a service level specification or agreement. Perhaps increasing networlRdex Terms—tocalized proportional routing, quality-of-service (QoS)
resources in a timely fashion, relying on statistical multiplexing, anguing:

controlling admission to networks will someday make throughput the

only relevant QoS measure. However, if some users are more tolerant to . INTRODUCTION

delay and loss than others, and if burstiness of aggregate traffic strean]

s : : .
in some links cannot be avoided, the use of multiple packet classes g h quality-of-service (QoS)-based routing [2], [6], [23], paths for

. . - . ) s are selected based upon knowledge of the resource availability
typically improve the margin of protection against unexpected or uﬂ'eferred to a0S statpat network nodes (i.e., routers) and the QoS
avoidable stresses on the network. Similar conclusions are reaChePeEhirements of the flows. This knowledge, for example, can be ob-
(2] tained through (periodic) information exchange among routers in a
network. Under this approach, which we refer to as glabal QoS
routing approach, each router constructs a global view of the network
QoS state by piecing together the QoS state information obtained from
other routers, and performs path selection based on this global view
of the network state. Examples of the global QoS routing approach
are various QoS routing schemes [4], [23] based on QoS extensions
to the OSPF routing protocol as well as the ATM PNNI routing pro-
[1] S. Athuraliya, D. Lapsley, and S. Low, “"An enhanced random earljocol. Global QoS routing schemes work well when each source node
marking algorithm for Internet flow control,” iRroc. INFOCOM'2000 has a reasonabBccurateview of the network QoS state. However, as
2 Issreéifa?ofoéreslau and S. Shenker, Is service priority useful in elhe network resource availability changes with each flow arrival and
Wbrks? , iﬁ Proc. A(,:M Sighﬁetrics’Q,éMadison WI, June 1998, pp. E:ieparture, maln.ta.lr.ung an accqrate_ network QoS s_tate Is impractical,
' o ' due to the prohibitive communication and processing overheads en-

66-77. | , |
[3] D. D. Clark, “Adding service discrimination to the Internet,” tailed by frequent QoS state information exchange. In the presence of
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In this note, we investigate an important and fundamental issuelinks have no bandwidth left, this flow will be blocked. The perfor-
the design of localized QoS routing schemes—grenularity of lo-  mance metric in our study will be the overall blocking probability ex-
cally collected QoS state information and its impact on the convergergerienced by flows. We assume that flows from a source to a destina-
process of these schemes and their performance. We consider flow gtararrive randomly with a Poisson distribution, and their holding time
tistics collected at two different granularity levelsik level andpath  is exponentially distributed. Hence, théeredtraffic load between a
level. At the (iner) link level, a source node colledmththe blocking  source—destination pair can be measured as the product of the average
statistics (i.e., whether a flow is blocked or not) of flows routed alongow arrival rate and holding time. Given the offered traffic load from a
a path from the source node to a destination nmulg} in the case of spurce to a destination, the task of proportional routing is to determine
a blocked flow, the identity of the link where the flow is blocked. Thegw to distribute the load (i.e., route the flows) among the candidate

latter information can be gathered, for example, by attaching the idgfiths so as to minimize the overall blocking probability experienced
tity of the link in the flow setup failure notification sent back to theoy the flows.

source node. At thecparse) path level, a source node colledsly
the flow blocking statistics for each path between the source node god
a destination node. Clearly, the path-level flow statistics are easier to ] ) ] )
collect and maintain, but they also convey less precise information re-Global optimal proportional routing problem has been studied ex-
garding the (global) network QoS state. tensively in the literature (see [21] and references therein). Given the
Using the flow blocking statistics collected at link and path levelgjlobal knowledge of the network topology and offered traffic loads,
in this note we propose theoretical models to study the impact of grdRe optimal proportions for distributing flows among the candidate
ularity. These models are developed based on the notivintal ca-  paths between each source—destination pair, can be computed as fol-
pacity of a link or a path aperceivedby a source node. The virtual lows. Consider an arbitrary network topology witfi nodes andZ
capacity of a link or a path is computed as a function of the amountlofks. For! = 1,2,..., L, the capacity of link is ¢; > 0, which is
offered load and the corresponding observed blocking probability assumed to be fixed and known. Let= (s, d) denote a source—des-
that link or path. Through numerical investigation, we show that it ignation pair in the network. Led, denote the average arrival rate
possible to design localized proportional routing schemes that conveaddlows arriving at source node destined for node. The average
to a stable point. We find that though granularity of information dodsolding time of the flows ig:,. Recall that each flow is assumed to re-
have impact on the rate of convergence and the equilibrium blockiggest one unit of bandwidth, and that the flow arrivals are Poisson, and
probability, the performance penalty due to coarser path-level infornfiow holding times are exponentially distributed. Thus the offered load
tion is not significant. Based on these theoretical results, we proceedtaween the source—destination pais v, = A\, /u.. Let R, denote
develop practical localized proportioning strategies that are simple af@ set of candidate paths for routing flows between the source—des-

Global Optimal Proportional Routing

easy to impllement. . . ) tination pairs. The global optimal proportional problem can be for-
The remainder of the note is organized as follows. In Section II, Waylated [8]-[10] as the problem of finding the optimal proportions
introduce the notion of virtual capacity as well as the (ideal) global,* , ¢ R,} (whereS® er, @i = 1) for each source—destina-

optimal proportional QoS routing model. In Section Ill, we presenfon pair -, such that the overall flow blocking probability in the net-
the two theoretical localized QoS routing models, one using the linffzrk js minimized. Or equivalently, finding the optimal proportions
level flow blocking statistics, and the other using the path-level f|0\%ﬁ1 r € R, } such that the total carried traffic in the network

blocking statistics. The issues in practical implementation of localized '

routing schemes are discussed in Section IV. We conclude the note in W = Z Z arve(l—=0) (1)
Section V. o rCRy

is maximized.
In (1), b denotes the blocking probability along pathUnder the
In this section, we first lay out the basic assumptions regarding tliek independencassumption [8]-[10};,- can be expressed as follows:
proportional QoS routing models we consider in this note. We then
present an ideal global proportional QoS routing model, where we as- br=1- H(l = br) (2
sume that the&eomplete topologynformation of the network as well ler

as theoffered traffic loadbetween every source destination pair ar§nere; € » means that linK is part of router, andb, is the blocking

known The performance of the global optimal proportional routingopapility of link I. The blocking probability; of link 7 is in turn
scheme will serve as the basis for comparing the performance of IOC@{;en by the Erlang loss formula

ized proportional QoS routing schemes. Then, we introduce the notion

Il. PROPORTIONALROUTING: GLOBAL VERSUSLOCAL

of virtual capacity and briefly describe how it can be used in designing foz!
localized proportional routing schemes. by=E(vi,c)= I (3)
In all the QoS routing models we consider in this note, we assume 20 T

thatsource routing(also referred to asxplicit routing is used. More Here, the load offered on link 7, is the sum of all theeducedoads

specifically, we assume that the network topology information is avajiafter independent loathinning) from any source—destination pair

able to all source nodes (e.g., via the OSPF protocol), and one or Myhich has a route passing through lihk.e.,

tiple explicit-routedpaths are set ua priori for each source and desti-

nation pair using, e.g., MPLS [1]. Flows arriving at a source to a des- v = Z Z Vs H (1=>5p). ()]

tination are routed along one of the explicit-routed paths (hereafter re- o rERg:Er mer—{1}

ferred to as theandidatepaths). For simplicity, we assume that all . . ) ) )

flows have the same bandwidth requirement—one unit of bandwidth. 1N global optimal proportional routing problem (1) is@nstrained

When a flow is routed to a path where one or more of the constitud#nlinéar optimization problerand can be solved using an iterative
procedure based on theequential quadratic programming method

IThe models presented in this note can be extended to the case where ﬂg\]@' [3]. Each stage of thg lterative procedu.re has two steps. First,
have different bandwidth requirements using the extended Erlang loss formdl¥€n a set of flow proportions., the fixed-point equations (3) and
[71, [29]. (4) involving b;'s andy;’s are solved. Using these valuég, given by
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(2) is recomputed. Then this algorithm essentially searches for a nehat this property helps the adaptation process by having a source node

set of improved flow proportions based on the reveHle with fewer good candidate paths grab more capacity on a shared link,
causing the other sources with better paths to adjust their proportions.
B. Virtual Capacity Model Third, the virtual capacity perceived by a node is a functiohathits

offered loadandthe observed blocking probability, which changes as

We now turn our attention to the problem of modelingalizedpro- . .
: . N . Lo .__theoverallload on a link or a path varies. Consequently, a node can
portional routing. Unlike in global proportional routing, in localized

proportional routing we assume that each source node has todgla adjust its offered load to effect a change in the observed blocking prob-

- : ability, or as a response to the change in the observed blocking prob-
(and thuspartial) view of the network state. For example, a source, . . . . : . i
) bility. The notion of virtual capacity therefore provides a theoretical

node may only have knowledge of the offered traffic loads between the . . . .
o . ST . asis for the analysis of how flow proportions should be adjusted based
source—destination pairs originating from itself. It may also only have -

. . . . ; . . on locally collected statistics.
partial network topology information (in particular, the link capacity
information may not be available to a source node). As mentioned in

the introduction, in this note we will focus on local QoS state informa- lll. L OCALIZED PROPORTIONAL ROUTING

tion gathered at two different granularity levels: ik level and the | this section, we present two virtual capacity based theoretical
pathlevel. At the (finer) link level, each source node can collect the fokchemes for localized proportional routing—theual link based min-
lowing information locally: 1) the offered traffic load of flows from theimization(v|m) and thevirtual path based minimizatiogvpm). In both
source to a destination; 2) the number of flows routed along a path fraghemes, each source collects local QoS state information, and based
the source to a destination that are blocked; and 3) in the case wheyhanis local QoS state information, periodically recomputes flow pro-
flow is blocked, the identity of the link at which the flow is blocked.portions assigned to the paths from the source to a destination. This
The third type of information can be made available to a source node@¥tributed dynamic adaptation procedure can be viewed as an iterative
simply piggybacking the identity of the link at which a flow is blockedyrocess where in each iteration each source independently attempts to
in the flow setup failure notification sent back to the source node. Minimize the observed blocking probability by adjusting the amount of
the (coarser) path level we assume that each source node only collggiic routed through each path. These localized proportional routing
the first and second types of the local information listed above. Assghemes differ in the type and the granularity of local QoS state infor-

result, the path-level local information provides a source node withwation collected, and therefore, in the computation of flow proportions
much “vaguer” view of the global network QoS state. for paths.

Given only locally collected flow statistics, determining “optimal”
proportions for distributing flows among multiple paths between
source—destination pair becomes a difficult problem. In particular,
since each source node doest know the capacity of a link and  In the vim model, a source collects link-level flow blocking statis-
the total offered load on the link, the Erlang loss formula cannot Ki€s with the assistance from the connection admission control (CAC)
directly used to derive flow blocking probability at a link. To addresg1odule. We assume that whenever a flow setup request fails at a link,
this problem, we introduce the notion aiftual capacityof a link (or the identity of that link is also recorded and piggybacked to the source.
a path)perceivedoy a source node. Consider a libklet v, ; be the The CAC module at the source node informs the QoS routing module
load placed by a source nodeandb, ; be the blocking probability of the flow setup failure and the identity of the link where the flow is
observed by node. Intuitively, the virtual capacitypc. ;, of link I blocked. Such link-level flow blocking information can be gathered by
perceived by the source nodés the (perceived) amount of bandwidtha source with very little overhead on the network.
available to the flows routed from soureealong link/, given the With the locally collected link-level flow statistics, a source knows
observed blocking probability, ;. Formally,vc, ; is defined via the the offered traffic load on a link contributed by flows originating from

inverse of the Erlang loss formula as follows: that source. Unlike the global routing model, the source, however, does
not have any information regarding the traffic loads offered by the other
Ves = E‘l(bsyl, Us1) (5) sources on the link. It neither has any knowledge of the capacity of

the link. The source can only infer the state of the link from the flow
) ) ) ) blocking probability at the link it observes. Using the notion of virtual
whereE™ (b, v) := {c: E(vou,¢) = b1} is the inverse function of opaity of a link, the source can infer its share of the bandwidth at
the Erlang loss formula with respect to the capacity. Note that we Usge, jink, and piece together a partiatual viewof the network from

the continuousversion of the Erlang loss formula defined in [5]. Theig qwn perspective.

virtual capacity of gpathcan also be defined analogously by replacing \ui the virtual network view, each source can employ a localized

the link/ with a pathr, 1, andb:,. with v;. . andb,..., the load offered g\ jo of the global optimal proportional routing scheme to compute

and blockilng propability observed by.noslalong pattr. . the “optimal” flow proportions for each of its destinations: we replace
The notion of virtual capacity previously defined has several |nte{ﬁ

actual capacity of a link by its virtual link capacity, and only offered
esting and important properties that are key to our study of localiz (f " pacity ! yis virua pactty 4

dati tional routing. First of all. itis clear that the virtual ffic loads from the source is used to compute the optimal flow pro-
@ ap ve) proportionairouting. Firstotad, It IS clearthat the VIrtual &5, ;s tor the source. The resulting optimization procedure, referred
pacity of alink or a path can be computed solely based onlocal mfornfa— . : e .

. : o 0 as the virtual link based minimization (vim) procedure, is shown
tion (e.g., load offered and blocking probability observed by a source

. . . . . N Fig. 1, where s is a source node. This localized flow proportioning
node). Second, the notion of virtual capacity provideguantitative . : . . oo
scheme is an iterative process where each iteration is performed after

measure of capaciyshare on a link or a path grabbed by the flows o .
o n observation interval by each source asynchronously. Intthier-
originated from a source node. The larger the load a source node offérs (n) . .
"7 of each link! with respect to

on alink or a path, the more capacity share the node grabs. We Iaterasté%n’ the current virtual capacity-, ;
s, Is computed, based on the current offered Ioaﬁ and the corre-
2It is worth noting tha®_7, ve; > c. This is due to “loss in multiplexing - sponding observed blocking probabili’) . The local minimization
ain” when a shared channel is divided into multiple “dedicated” channels. : ’ . .
9 then performed on the virtual network thus formed with eachilink

ensure the same blocking probability, the total capacity of the dedicated ch . !
nels has to be larger than the capacity of the shared channel. having the capacityc,’; .
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1 PROCEDURE VLM(s) 1 PROCEDURE VPM(o)
2 Foreahlink! € L 2. Foreachpathr € Reo
3 Compute virtual capacity ‘“’3(’?’) =g"1 (Vitll) ’ b(:‘t‘)) 3. Cormpute virtual capacity vcs,n) =©g-1 (us,"') s bs,n))
4. Foreachpath» € Rg 4. Foreachpathr € Rg
. 1
5. Assign new load u,(‘" +1) such that 5 Find new load u£n + 1) such that .
6 eR v£"+1)(l — by ) is maximum, where 6. erR V,(."+ )E(vcs_"),u£,"+ ))isminimum
'
7. o = 1 — H (1=1bp) 7. St o
T ler ' r€Ry
8. b = E(ug"'+1 ,vcg"l)) 3. END PROCEDURE
(n+1) T (r)
9. = 1-b
Vsl zreRs:ler vr HmEr—(l}( m)
10. Z u,(f"“) = vy, Vo . .
r€Rs Fig. 2. The vpm procedure for a pait
11. END PROCEDURE

Fig. 1. The vim procedure at source node bandwidth and buffer resources at all the links along a path, clearly,
path length is also an important factor that must be taken into con-
B. VPM sideration. There is a fundamental tradeoff between minimizing the

In the vpm model, each source collects only path-level flow statifSOUrce usage by choosing shorter paths and balancing the network
tics: the number of flows routed along each path between the souf@@d by using lightly loaded longer paths. As a general principle, it
to a destination, and the number of flows blocked along the path. Ufi-Preferable to route a flow alonginhop(i.e., shortest) paths than
like the link-level localized QoS routing model, here we assume thg@ths of longer length (also referred toaiternativepaths). By pre-
the identify of the link at which a flow is blocked ot available to a ferring minhop paths and discriminating against alternative paths, we
source. This, for example, will be the case if the link identity at whicRot only reduce the overall resource usage but also limit the so-called
a flow is blocked is not piggybacked to a source as part of flow settighock-on” effect [8], [9], thereby ensuring the stability of the whole
failure notification. system. The knock-on effect refers to the phenomenon where using al-

With only locally collected path-level flow statistics, a source caternative paths by some sources forces other sources whose minhop
not infer the QoS state of any individual link. A source can only obtaipaths share links with these alternative paths to also use alternative
some knowledge about the “quality” of a path based on the traffic gfaths. This cascading effect can cause a drastic reduction in the overall
fered on the path and the corresponding observed flow blocking prabroughput of the network.
ability along the path. Similar to the virtual link based QoS routing |n order to deal with the knock-on effect, trunk reservation [9] is em-
model, in the virtual path based routing model we associate a Virtyghyed where a certain amount of bandwidth on a link is reserved for
network with each sourc_e—destlnatlon pair, using the_notlon of V'rtuﬁ',inhop paths only. A flow along a path longer than its minhop path
capacity of a path. Consider a source—destination(paif). SUPPOSe g 5qmitted only if the available bandwidth even after admitting this
there a_rdc canq|date paths_between souscand destination. Usmg flow is greater than the amount of trunk reserved. Trunk reservation
the notion 0 f \_/lrtual capacity of_a path, we trgat thgspaths as i provides a simple and yet effective mechanism to control the knock-on
they wered.|510|nt and egch consisted of a smg4mt.ual l ink. The VIF  effect. However, trunk reservation cannot be used directly in localized
tual capacity of a path is represented byc,, which is determined routing schemes, since it requires global configuration. Furthermore,

by the offered load from sourceto destination! along pathr and ) .
- . core routers have to figure out whether a setup request for a flow is sent
the observed blocking probability. of flows routed along the path . : . . .
along its minhop path or not, introducing undesirable burden on them.

Although the real network topology of these paths may be very co e propose to address this by having each source router locally dis-

lex (e.g., multiple paths of a pair may share links among them or with,” " . . . . .
plex (e.g e p P y 9 iminate against its own alternative pathghout any explicit global

paths of other source—destination pairs), the notion of virtual capac K ton A d lovi localized sch
of a path allows us to circumvent these difficulties by essentially caH— nk reservation A source no. € emp_oylng a c_Jca'lze s¢ gme can
control the amount of alternative routing by adjusting the virtual ca-

turing the “capacity share” of flows routed along various paths.

Given the path-level virtual network view for a source—destinatigfcities in its virtual network. This can be thought of asirplicit
pair, the “optimal” flow proportions for the paths between the pair cdRcalized trunk reservatioperformed by each source independently.
be computed to minimize the overall flow blocking probability ex- The exact method in which alternative paths are discriminated varies
perienced by the flows routed along these paths. Formally, considetween vim and vpm. While vim employs link-level discrimination,
a source—destination pair. Let R, denote the set of paths between/pm does path-level discrimination. Under vim with trunk reservation,
the source—destination pait For each path € R, letvc, denotes alink is categorized into two casesdternative-onlyor minhop-alsoA
its virtual capacity (perceived by the source—destination gpiiThe link 7 is said to be alternative-only link w.r.t. a souregf I lies only
flow proportions for the paths can be computed using an iterative prglong alternative paths from the soukct its destinations. Otherwise
cedure, referred to as the virtual path based minimization (vpm) piea minhop path from source s to any destination passes through link
ce(dure, as is shown in Fig. 2. In this procedure, the virtual capactyen! is categorized as minhop, also w.r.t. sousc&@he links that are
vey of each pathr is computed using the Erlang inverse formulaysed only by alternative paths for routing traffic from this source are
given the current offered load:") along the path and the corre- targeted for the adjustment. Their capacities are reduced by an amount
sponding observed blocking Erl())babilﬁyl). Based on these path vir- ;, where s is the trunk reservation parameter, i, ; = (1—¢)uve,
tual capacities, new |03d9’r:l } are reassigned to paths such tha ; js alternative-only w.r.t. source The capacities of other links are
Y en, TV E(uel™, v+ ) is minimized. This procedure is per- ef unchanged. In case of vpm, this local adjustment of virtual capaci-
f_ormed iteratively and independently at each source per each destif&s is more straightforward. Given a trunk reservation paranetisre
tion. target virtual capacity of alternative paths is reduced by an amount
i.e.,ve, = (1—1v)ve, if r is an alternative path. The virtual capacities
of minhop paths are left unchanged. In both vim and vpm, the mini-
The virtual capacity based local minimization schemes describedrs@&ation procedure is then applied locally at the source on the virtual
far treat all candidate paths equally. Since an admitted flow consunmetwork with these adjusted capacities.

C. Alternative Paths and Localized Trunk Reservation
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Before we proceed to evaluate the performance of these schemes, it
is interesting to contrast the link based and path based localized pro-
portional routing models with the global optimal proportional routing
model in the way they handle the sharing of links among paths. While
the global model is aware of how the links are shared by all the paths
between any source to any destination, the localized link-level model is
only aware of sharing of links among the paths from the same source.
The localized path-level model is completely oblivious of any link
sharing. However, this lack of knowledge about explicit sharing b&ig. 3. Theminisptopology used in our study.
tween paths is somewhat compensated by the notion of virtual capacity,

which indirectly accounts for the effect of link sharing. Moreover, thﬁerformance of these schemes is shown for different values of the trunk

localized models make up for the absence of such knowledge by &8servation parameter: 0%, 5%, 10%, 15%. It is quite evident that

ploying an iterative process to compute flow proportions, in an attemp, performance of localized schemes w(th0%) trunk reservation

to approach the optimal flow proportioning. This iterative procedung petter than without (0%) it. However, as thievalue is increased
can be thought of as continual refinement of the (partial) virtual ngf;e performance gain is reduced. There is almost no difference in
work view of each source that eventually converges to an equilibriurg(]',ncormance between values of 10% and 15%. These results show

state yielding near-optimal flow proportions. that localized trunk reservation is quite effective, particularly in case
of vpm. This is expected since vim even without any trunk reservation,
D. Performance Evaluation using finer-grained link-level information, accounts for sharing of

hi . q h fth links between minhop and alternative paths from a source to all its
In this section, we demonstrate the convergence process of t e(:Jgétinations. The role of localized trunk reservation in vim is limited

calized proportional routing models, and compare their blocking P&l avoiding overloading of minhop paths of a source by traffic on

formance with .that. of thg glgbal optimal proportional routing mOd%Iternative paths of another source. On the other hand, the localized
through numerical myestlgatlon. Before we present the results, we f'frqdnk reservation plays a much more critical role in vpm. The minhop
descnbg the evaluation Set%ip- ) - .. paths to a destination have to be guarded from alternative paths to the
Theminisptopology used in our study is shown in Fig. 3which is the g me gestination besides from alternative paths to other destinations.
core of an ISP backbone topology used in [12]. For simplicity, all theyis is que to availability of only coarser-grain information, and thus,
links are assumed to be bidirectional and of equal capaCity each |50y of knowledge about sharing of links between different paths.
direction. For each source, a subset of nodes (shown in smaller faqgyever, with localized trunk reservation, the vpm scheme tides over
are chosen as destination nodes. The flow dynamics of the netw shortcoming and performs comparably to the vim scheme. We

are modeled as follows (similar to the model used in [22]). Each floyg,, proceed to study the practical issues involved in implementing
is assumed to require one unit of bandwidth. Flows arrive at a soulig& jized schemes.

node according to a Poisson process with pat€éhe incoming traffic

at a source is uniformly split among its destination nodes. The holding
time of a flow is exponentially distributed with meavi;:.. Following

[22], the offered network load is given by= ANL/uLC, whereN The localized schemes described so far have been shown to approach
is the number of source nodes,is the number of links, andl is the  the performance of the optimal scheme using only local information.
mean number of hops per flow, averaged across all source—destinafanthermore, even with coarser-grain path-level blocking information

IV. I SSUES INIMPLEMENTATION OF LOCALIZED SCHEMES

pairs. The parameters used in our study @re= 20, = 1,N = the vpm scheme performs as well as the vim scheme that uses finer-
9, L = 26, andh = 2.64. The average arrival rate at a source nade grain link-level blocking information. It is easier to collect path-level
is set depending upon the desired load. statistics and simpler to implement path-based schemes. Hence, we

We first illusrate the convergence of localized schemes. Thedoadocus on path-based localized schemes and further investigate the is-
is set to 0.60 and only the minhop paths are chosen as the candiggis involved in implementing them.
paths for each source—destination pair. The average period between
recomputations is set to 1. The Fig. 4(a) shows the overall blocking Equalization-Based Proportioning
probability as a function of time, i.e., the number of iterations. The

performance of the global optimal routing scheme is also shown for ‘ th and th ; local minimization. Thouah th
reference. Note that the performance of localized schemes only vai é%a € path and then performs focal minimization. fhough the com-

with time. It can be seen that the overall blocking probability of botR €Xity Of this minimization procedure is much less than that of optimal

the localized routing schemes gradually decreases as the number gigReme it could still be significant. A simple alternative to minimiza-

erations increases. Both the schemes eventually converge and eacHif'dProcedure is tequalizeeither blocking probabilities or blocking

different convergence point. Starting with arbitrary initial proportiondates. The objective of thequalization of blocking probabilitie@bp)

the localized schemes approach close to their respective convergeftiegy is to find a set of proportiofiéi, 2, .. ., i } such that flow

points within ten iterations. Though the finer-grained link-level schenfdocking probabilities of all the paths are equalized, be.= b =

performs better than the coarser-grained path-level scheme, there is not= 0%, Whereb; is the flow blocking probability of path:, and

significant difference in their blocking probabilities. More importantlyiS given by E(a;v, c;). On the other hand, the objective of thqual-

the blocking performance of both the localized schemes is quite cldgation of blocking rategebr) strategy is to find a set of proportions

to that of the global optimal scheme. {1, Ga,..., &} such that flow blocking rates of all the paths are
We now study the effectiveness of localized trunk reservatigfualized, i.e.q1b1 = d2b2 = --- = daxbs, wherebd, is the flow

method and the impact of parametéron the performance. Apart blocking probability of pathr;, and is given byE (&;v, ¢;).

from minhoppaths, paths of lengtlminhop + 1 are also chosen as  The virtual path based equalization (vpe) procedure for equalizing

the candidate paths for each source—destination pair. Fig. 4(b) dnbacking rates is shownin Fig. 5. At any given iteratior® 0, lety™

(c) show the convergence process of vim and vpm, respectively. Theethe amount of the load currently routed along a pathR.,, and let

The vpm scheme first computes the virtual capacity of each can-
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Fig. 4. Convergence of localized schenfesid = 0.60). (a) Minhop paths only. (b) vim with alternative paths. (c) vpm with alternative paths.
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2. Set mean blocking rate of minhop paths, B(") =
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3 Set minimum of minhop path’s blocking probability, b* = minreR"‘i" bg") 9
. o -
4. Foreachpathr € R E
5. Compute virtual capacity vcs_") =g~1! (Vs,n) s bgn)) E
6. For eachpathr € R'g‘i" g
7. Compute target load % such that 3" = X E(u ¥, vcsf’)) 2
8. For each allemnative path » € H‘;“ §
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Fig. 5. The vpe procedure for a source—destination gair load
@
6 ™ T T T

") be its observed blocking probability on the path. Then the virtual
capacity of path is given byve, = E~1 (v, 5™)). For each minhop
path, the mean blocking rate of all the minhop pattg), is used to
compute a new target load. Similarly, for each alternative path, a new
target load is computed using the target blocking probakility«))b™*.
Here,b™ is the minimum flow blocking probability of all the minhop
paths and/ is a configurable parameter to limit the knock-on effect.
The basic idea behind this alternative routing method is to ensure that
an alternative path is used to route flows between the source—destina-
tion pair only if it is better than all the minhop paths. Given these new
target loads for all the paths, the new proportion of flows' ™| for
each path is obtained, resulting in a new load” ™" = (""" 1, on 15 s s s s
05 0.52 0.54 0.56 0.58 0.6

pathr. load

We now compare the performance of the vpe scheme with the vpm (b)
scheme. The Fig. 6(a) shows the performance of these schemes when ) ) )
only minhop paths are chosen. as the candidate paths while the Fig. (ﬂps 'onl';e(rg;rm?eﬂf]ztgel?);?gzegsffhemes under various loads. (a) Minhop
shows the case when alternative paths are also used for routing. In both
cases, the load is varied from 0.5 to 0.6 and the overall blocking prob-
ability is shown as a function of load. It can be seen that though tperformance of vpe and vpm. This can be attributed to the way the
vpm performs better than the vpe scheme, the difference is not largpe scheme discriminates alternative paths using the performance of
Moreover, with alternative paths there is almost no difference in tlminhop paths as a reference.

flow blocking probability (%)
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The localized routing schemes presented so far are based on thewough numerical study, we demonstrated that although localized
retical virtual capacity model. We have shown that they yield near-o@oS routing schemes that make routing decisions based on locally
timal performance using only local information. However, computaollected QoS state information does pay a performance penalty for
tion of virtual capacity and target load using Erlang’s Loss Formutae partial and “vaguer” view of the global network QoS state, this
can be cumbersome. More importantly, the accuracy in using Erlang'snalty is not very significant. We have also discussed implemen-
Loss Formula to compute virtual capacity and new load relies criticaltsition issues and argued that by using simple localized equalization
on steady-state observation of flow blocking probability. Hence, smalhsed proportioning strategies, it is possible to route heterogeneous

statistic variations may lead to erroneous flow proportioning, causingffic and yield near-optimal blocking performance with minimal
undesirable load fluctuations. To circumvent these difficulties, we hagemmunication overhead.

proposed simple yet robust implementations of these schemes, details
of which can be found in [17].

B. Heterogeneous Traffic

The discussion so far is focused on the case where the traffic is ho-
mogeneous, i.e., all flows request for one unit of bandwidth. In [20],
it was shown that when the capacity of a link is large, the blocking [1]
probability of a flow of typei can be approximated as follows. Sup-

pose that type flow requests forl; units of bandwidth and the load of 2
typei flows on link{ is »{. The blocking probability for type flows
on link I is given bybi = (d;/8)E((Xvid:)/(6),(ci/6)), wheres
is an “equivalent rate” given by = (3 v{d?)/(Xvid;). In other  [3]
words, the ratio of blocking probabilities of flow typéand; would be
same as the ratio of their bandwidth requests, (ite/b;) ~ (d;/d;). [4]

This implies that(\151)/(A2b2) = (¢1/¢2), i.e., the blocking rate

of flows of a type is proportional to their fraction in the total offered [5]
load. Consequently, performance of an equalization based proportional
routing scheme would be same with or without categorizing the flows (6]
into different classes. Considering that in practice link capacities are
much larger than an individual flow's bandwidth request, proportional |7

routing schemes can be usaslisto route heterogeneous traffic.
(8]

C. Candidate Path Selection o]
The localized routing schemes discussed thus far are concerned
only with computing proportions given a set of candidate paths.[10
While the proportions for candidate paths are adjusted to reflect thF.’Ll
changing network conditions, the candidate path set itself remains
static. To reduce setup overhead and to ensure faster convergenfi]
it is desirable to identify a few good candidate paths. However, due
to changing network conditions, it is not possible to preselect a fev&lg’]
good paths statically. Hence it is necessary to supplement localized
proportional routing with a mechanism that dynamically selects g14]
few good candidate paths. We have proposed such a hybrid approach
to proportional routing where candidate paths are selected based &l
infrequently exchanged global link-level information and traffic is
proportioned among candidate paths using locally collected path-leve]g)

information. For more details, please see [16] and [17].
[17]

(18]

V. CONCLUSION

[19]

In this note, we set out to investigate an important and fundamental
issue in localized QoS routing: the granularity of locally collected [20]

QoS state information and its impact on the design of localized QoS
routing schemes. Toward this goal, we developed theoretical model&1]
for studying localized proportional QoS routing. These models are
designed using the key notion of virtual capacity of a link or path,
which provides the basis for a source to infer the perceived quality ofp3]

a link or path based on only locally collected QoS state information.
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